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ABSTRACT 

This report discusses the development, assumptions, and 
behavior of the priw.ary equations found in AIRPRO, an air tanker 
productivity computer simulation model. AIRPRO optimizes air 
tanker utilization by analyzing all reasonable combinations of 
resources and tactics and selecting the one which results in the 
lowest cost-plus-loss. The report begins by discussing the 
modeling process in general, and outlining the specifications 
used in developing the overall model. The remainder of the 
report is devoted to descriting the five basic components of the 
model. 

1. The administrative component links the model, the computer, 
and the user. It controls input and output functions, 
initializes tte system, tabulates results, and controls the 
flow of the model. 

2. The environmental component contains those processes which 
are external to the fire management system: " distance 
calculation, sunrise and sunset, weather, and fuel. 

3. The fire component generates fire occurrence ~ith historical 
data, calculates rate of spread and intensity, and simulates 
fire growth with a four-segment elliptical point spread 
model. 

q. The ground suppression component fights the fire; including 
determining a crew arrival schedule, calculating line 
construction rates, building line on each flank, and mopping­
up. Suppression costs and losses are also determined with 
the use of regression equations. 

5. The air tanker component first selects a resource and tactic 
co~bination for analysis. It then delivers retardant to the 
fire, drops the retardant, places the drop on cne of the four 
flanks, and calculates air tanker costs. 
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RESUME 

Ce ra~port traite du d~veloppement, des hypoth~ses et du 
comportement des ~quations frimaires contenues dans AIRPFO un 
programe de simulation par ordinateur ayant trait au rendement 
des avions-citernes. AIRPRO optimise l'utilisation de l'avion­
citerne en analysant toutes les combinaisons de ressources et de 
tactiques possibles et en choisissant celle qui permet de r~duire 
au maximum les conts et pertes. Les auteurs traitent d'abord du 
prograrr:e en g~n~ral et soulignent les m~thodes sp~cifiques 
utilis~es dans Ie ~rocessus de d~veloppelTent du programe. 

Le reste du rapport est consacr~ ~ la description du programe 
qui comprend cinq ~l~ments de base: 

1. 

2. 

3. 

"L'~l~ment - administration" sert de lien entre Ie programe, 
l'crdinateur et l'utilisateur. 11 ccntrOle les fonctions 
d'entr~e et de sortie, initialise Ie syst~me, classifie les 
r~sultats et contrOle la marche du programe. 

"L'~l~ment - environnement" contient ces processus 
au syst~me de gestion du feu: soit Ie calcul des 
l'heure du lever et du coucher du soleil, les 
atmosph~riques et les ccmbustibles. 

ilL' ~l~ment incendie" fournit des donn~es sur la 
des incendies et l'histcrique du feu, calcule Ie 
propagation et l'intensit~ du feu, dresse Ie 

ext~rieurs 

distances, 
conditions 

fr~quence 
taux de 
mod~le de 

progression du feu A l'aide d'un mod~le de propagation 
elliptique, A quatre segments. 

4. "L'~l~ment suppression au sol" combat l'incendie: il 
corr.prend la planification de l'intervention des ~quipes de 
lutte, Ie cal cuI des taux de construction des lignes d'arr@t, 
l'am~nagement de lignes d'arr~t sur chaque flanc et 
l'op~ration de nettoyage. On d~termine aussi, ~ l'aide 
d'~quations de r~gressicn, les conts d'extinction et les 
pertes. 

5. "LI~l~ment avion-citerne" s~lectionne d'abord une 
combinaison de ressources et de tactiques pour fin d'analyse. 
II achemine ensuite les produits retardants vers Ie lieu de 
l'incendie, largue les retardants, effectue Ie largage sur un 
des quatre flancs et finalement calcule les cents 
d'utilisation de l'avion-citerne. 
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PREFACE 

Those who read both the model description contained in this 
report and the program documentation contained in Information 
Report FF-X-64 will note that the variable nomenclature is not 
the sage in the two reports. There are several reasons for the 
differences. 

- Many names were associated with two or more variables in the 
program. This is both an acceptable and desirable practice, 
in that computer storage requirements are reduced. On the 
other hand, twc or more definitions for a single variable is 
confusing in a mathematical discussion. 

- Long variable names, as are commonly found in computer 
programs, tend to confuse the essence of an equation. when 
variable names are short and simple, the nature of the 
equaticn is more readily discernible. 

- With three persons working on program 
and a half year span, a variety of 
Closely related variables occasionally 
the program. 

development over a two 
nomenclature evolved. 
had unrelated names in 

- Equations written for a computer sometimes differ in form 
from standard mathematical nomenclature to increase 
computational efficiency. 

In the light of the preceding, a new, better organized set of 
variable names is employed in this report. Hopefully, this will 
improve the comprehensibility of the model description while 
incurring only minimal difficulties with respect to interpreting 
the program. 

The reader will note the absence of metric units. Model 
development took place over a four-year period, with metric 
conversion being instituted at the mid-point of the process. It 
was decided that the development process WOuld be needlessly 
complicated by a conversion to metric units. Thus, the model as 
described in this report employs English units for input data, 
computations, and results. The model is being converted to 
metric units for future applications. 
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AI RPRO 

AN AIR TANKER PRODUCTIVITY COMPUTER SIMULATION MODEL 

THE EQUATIONS 

(Documentation) 

A.J. Simard and G.A. Young 

Introduction 

AIFPRO is a simulation model designed for computer 
implementation. Its purpose is to simulate the use of air 
tankers in wildland fire suppression operations. The model can 
be used to analyze a wide variety of questions with respect to 
air tanker systems including: dispatch, resource and tactic 
selection, productivity, effectiveness, fleet size and 
composition, and to a limited extent, allocation. In addition, 
because the model incorporates ground sUFpression and fire growth 
in some detail, it can also be used to analyze a variety of fire 
management problems. 

This report contains a detailed discussion of the mathematics 
of AIRPRO. A computer program based on this model has been 
described previously (Simard et a1. 1977). An air tanker system 
overview, in which the framework for the model was developed, 
will be discussed in a subsequent report. Validation and 
application of the model will also be considered in future 
reports. 

In all, over 300 equations are described in this document. 
The discussion considers the development, inherent assumptions, 
and implications of the equations and tabular data used by the 
model, according to the relative significance of each. 

The purpose of this report is to allow the air tanker system 
manager to satisfy himself that the internal workings of the 
model do, in fact, correspond to the way in which his system 
operates. It also Frovides the background needed to modify the 
model to fit specific user requirements or operating conditions. 

Since a highly technical subject cannot be Fresented in a 
nontechnical manner, a nominal familiarity with elementary 
mathematics and statistics is required to fully understand the 
concepts presented in this report. For those who are 
uncomfortable in a mathematical enVironment, a comprehensive 
discussion is provided, allowing the reader to "read around" the 
equations, and still follow the general trend of the model. 
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This report contains six sections. The first describes the 
modeling process in general and develops a specific plan for the 
air tanker model. The second section briefly describes a few 
general simulation functions used in the model, including the 
processing of time. Each of the last four sections is devoted to 
one specific component of the model: the environment, fire 
growth, ground sup~ression, and air tanker use. 
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1. MODEL DEVELOPMENT 

A. The Modeling Process 

In many physical sciences, the modeling process has evolved 
over several decades. It is supported by fairly well developed 
theoretical foundations and data bases. In contrast, modeling in 
many nonphysical fields such as ecology and management is of much 
more recent origin, as are the sciences themselves. As a result, 
theory, data, and experience, the underpinnings of any modeling 
effort, are often severely lacking. While the use of modeling 
has been increasing significantly over the past decade, there has 
not been a commensurate increase in understanding the modeling 
process (Caswell et al. 1972). On one hand, there are volumes 
describing techniques of model construction: Naylor et ale 
(1966); Meier et ale (1969); Hamilton et al. (1969); McMillan and 
Gonsalez (1973). Forrester (1961); and Patten (1971, 1'972). On 
the other hand, in a detailed survey of 132 projects, Shubik and 
Brewer (1972) found that, from virtually every pOint of view, 
management of the modeling process is poor to nonexistent. While 
there are a variety of reasons for this, lack of information is 
no doubt a primary cause. For example, information on fitting an 
appropriate model to a problem is scanty. Clymer and Bloedsoe 
(1969) discussed model scale, while Duncan (1973) discussed model 
size in relation to the eventual use to which the model will be 
put. While some light has been shed on the subject, a great deal 
more has to be learned. 

At the other end of the process, Shubik and Brewer (1972) 
noted that: "The lack of cost information to construct, operate, 
improve, and evaluate models is poor to nonexistent. Thus, no 
criteria exist to measure the effectiveness of proposed efforts." 
It can be added that even if cost data were available, techniques 
of evaluation are equally nonexistent. For example, after 
visiting eleven interdisciplinary environmental modeling 
projects, Mar and Newell (1973) concluded: "Many modelers 
considered models validated when all variables they feel are 
important are included and none of the relationships between 
variables are incorrect by the modelers standards. One model is 
claimed to be better than another when it has more variables, it 
handles more nonlinearities, when it is more precise, etc. The 
premium appears to be on proof by exhaustion rather than a proof 
by finesse." 

In light of the above, it would seem logical to examine the 
process of modeling from a systems pOint of view. A flow diagram 
of the modeling process is shown in Fig. 1. The system to be 
analyzed exists within an environment which is external to the 
modeling process. The system provides resources, in the form of 
money and manpower, to develop a model. Both the system and the 
environment provide information which is transformed into a model 



by the modeling process. 
into four phases: 
implementation. 
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The process of modeling can be divided 
planning, development, analysis, and 

The process begins by relating the proposed model to the 
system in the planning phase. There are three steps to planning. 
:irst, the goals of the modeling process are related to the 
system. 1hen, the requirements which must be satisfied to meet 
the goals are determined. Finally, a description is prepared by 
specifying the characteristics which the model must have to 
fulfill the requirements. Planning requires managerial and 
modeling experience, combined with an understanding of the system 
being studied. 

In the development phase, the emphasis is on model building. 
'I'he variables and their interrelationships are defined in the 
formulation step. Then, the model is programed and debugged. To 
this pOint, modeling is essentially a sequential flow-through 
process. During development, the primary activit~es involve 
systems analysis, mathematics, and computer programing 
techniques. 

During analysis, emphasis shifts to studying the problem. 
This phase begins with model validation, wherein the quality of 
the model is determined. The analysis phase is a first order 
feedback process. As each component is developed, model 
characteristics are compared with corresponding requirements. If 
the comparisons are satisfactory, the process continues. If not, 
the process returns to the appropriate model development step to 
modify the model as necessary_ After a satisfactory evaluation, 
the model is used to perform experiments related to the original 
problem. During analysis, classical scientific methods become 
paramount. 

Finally, implementation is concerned with applying the 
results in the system. This phase involves the highest level of 
feedback. The modeling process interacts with its environment 
(the system which it is studying). First, model and experimental 
results are documented. These are communicated to the system and 
the results are then compared with the original needs of the 
system. If the comparison is satisfactory, the process moves to 
an overall evaluation step followed by application of the model 
in the system. If the comparison is unsatisfactory, the process 
returns to the planning phase, defines a new set of goals and 
requirements, and repeats the cycle. 
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Figure 1. The modeling Process 
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As suggested in Fig. 1, the modeling process does not take 
Flace in a vacuum. In addition to relating the model to the 
system, there are external information constraints ~hich have to 
be considered. Many decisions required by the modeling process 
cannot be made strictly on the basis of the system or modeling 
techniques alone. There are four information constraints to 
consider: the data, knowledge, available techniques, and 
experience. 

1) Data Availability 

If data is lacking, the modeler is forced to use mental 
models or generate the necessary data. The latter is often a 
time consuming and expensive process. Similarly, the quality of 
the model will be limited to the quality of the available data, 
unless better data is generated. There is little sense in 
applying sophisticated models to limited sets of data. 
Conversely, large masses of data tend to require sophisticated 
models to analyze the information. 

2) Knowledge 

If the system is not well understood, the modeler will be 
limited to mental or correlative models unless experimental 
derivation of cause and effect relationships can be undertaken -
again a costly and time consuming process. 

3) Available Techniques 

The degree to which 
limited by the degree to 
reflect system behavior. 
the system being analyzed, 

the model represents the system will be 
which available modeling techniques 
If the model is not representative of 

the results will be of limited value. 

4) EXFerience 

Generally, the best models will be constructed ty persons who 
are thoroughly familiar with both the system and the modeling 
process. 

In the remainder of this section, we will consider the 
planning process in greater detail. In addition, specifications 
for AIRPRO will be developed, based on the general discussion. 

Goal definition 
most critical aspect 
between the system 
optimize internally. 
little attention. 

B. Goal Definition 

links the system with the model. It is the 
of the modeling process. If the linkage 
and model is weak, modeling will tend to 
In practice, this function is often given 

The result, as noted by Hysmans (1910), is 
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that many models, perhaps even a majority, are not used for the 
purfoses for which they were intended. 

Goal definition can be thought of as an executive function, 
where policy guidelines for the remainder of the modeling process 
are determined. Decisions made at this point are primarily 
nontechnical in nature. They are based on the needs of the 
system. They should be arrived at by close consultation between 
a person who is familiar with the system and the modeler. Goal 
definition is a sequential process with each step based on 
previous ste~s. There are three ste~s: defining the problem, 
determining the use, and stating the objective. 

1) Defining the Problem 

This is the first step in virtually every published reference 
on model building. A problem arises when some aspect of a system 
deviates from the goals of the system. While problem definition 
would appear to be a fairly straight-forward undertaking, the 
fact that an analysis of wrong problems is a fairly common 
occurrence suggests that this step is often not performed 
adequately. 

As with any scientific process, problem definition is more 
likely to be an evolutionary process rather than a one-time 
effort. As information about a system is acquired, progressive 
redefinition and refinement of the ~roblem statement generally 
takes ~lace throughout the course of the modeling frocess. These 
changes can take many forms, such as closer examination of more 
limited aspects of the problem, examination of problems that are 
discovered as a result of preliminary investigations, or Simply a 
redefinition based on a deeper understanding of the nature of the 
system. It is pOSSible, therefore, that initial and final 
problem statements may differ significantly. 

2) Determining the Use 

Use refers tc what the system will do with the model. The 
final use affects the basic nature and structure of the model. 
Rather than defining general use categories (teaching, research, 
understanding, etc.) this statement should be specific to each 
modeling effort. 

Also of interest is the experience of the person who will use 
the model. Ihis not only affects the manner of communicating the 
results, but it could also influence the selection of a modeling 
technique. sophisticated techniques will encounter more 
resistance in application than less complex ones to which the 
user can more readily relate. Similarly, increaSing the level of 
aggregation will decrease the willingness of managers to accept 
the results. This in no way suggests that models must be simple. 



-8-

If a sophisticated procedure is the best technique to solve a 
problem, it should be used. As the degree of sophistication 
increases, however, the manager and his values will have to 
become increasingly involved in the analysis. This will be 
particularly critical if the results contradict preconceived 
notions under which the decision maker has traditicnally operated 
for years. 

3) Stating the Objective 

The goal statement specifies what the model will do. It is 
the focal point fo~ subsequent decisions. It should reflect the 
problem and the use statements which have preceded it. Goal 
statements are generally brief and subjective. Precise 
definition of terms and criteria for measuring goal attainment 
will ncrmally be specified in detail under requirements. 

c. Requirements 

Having summarized what is to be done, we now consider a more 
detailed list of model requirements. This is essentially a 
translation of the verbal p~oblem, use, and goal statements into 
technical information to be used as a guide for formulating a 
model. Requirements can be divided into four categories: 
quality, analysis, implementation, and resources. It will be 
noted that each of the first three refer to one phase of the 
modeling process as defined in Fig. 1, while the fourth refers to 
the overall effort,. 

1) Quality 

Quality is defined J:y Webster as "The degree of excellence." 
Quality measures how good the model is. This requirement applies 
to the formulation and programing components of model 
development. There are four quality characteristics that should 
be specified: errcrs, validity, scope, and resolution. 

a) Errors 

Clearly it is desirable to have no errors in a model. In 
practice, one strives to reduce errors to a reasonable minimum. 
There are three types of errors: Precision, correctness, and 
accuracy. 

- Precision or measurement errors 
measure variables with greater 
achieve the desired resolution. 

normal practice is to 
precision than needed to 

correctness or programing errors careful attention to 
detail and close examination of the results are needed, along 
with systematic programing and debugging procedures. 
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- Accuracy or errors of estimation - how well do the functional 
relationships represent the real world? 

b) validity 

Is the model a true representation of reality? There are 
three concerns with respect to validity: assumptions, 
relationships, and system behavior. 

- Assumptions any assumptions which are significant to the 
system being analyzed should be closely examined. 

- Relationships the existence of a nonzero intercept, the 
sign and magnitude cf coefficients, and the inclusion (or 
exclusion) of specific variables in regression equations 
should all be rationalized with respect to the phenomenon 
being simulated. 

- System behavior - is the 
logical and consistent 
sensitivity of the model 
test of model behavior. 

c) Scope 

behavior of the system, as modeled, 
with what would te expected? 
to ranges of input stimuli is a key 

How much of the system is being studied with the model? The 
scope of a mcdel is related to four considerations: number of 
variables, number of interactions, system boundary, and data 
dependence. 

- Variables have all variables relevant to the system being 
analyzed been included? 

- Interactions - have all interactions which are significant to 
the system being analyzed been included? 

- System boundary which variables and interactions are 
exogenous and endogenous? 

- Data dependence dependence of the model On the specific 
data set used for its derivation should be minimized. 

d) Resolution 

The smallest difference in the real system, which a model can 
distinguish, is called resolution. While it is possible to 
specify a desired degree of resolution for the model as a whole, 
it is not fossible to specify the resolution required for each 
component in order to achieve the overall objective. If the 
overall effect of errors is compensating, cne-half of the overall 
requirement might suffice for individual components. If, on the 
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other hand, the errors are additive, the resolution of individual 
components ~ill have to be considerably better than the overall 
objective. There are a number of factors to consider. 

The maximum resolution that can reasonably be obtained. 

The minimum difference required for management to act. 

- The level of resolution required for the problem being 
analyzed. 

- The possibility of finer detail being required in the future, 
suggesting greater resolution than may currently be required. 

- Are several problems being analyzed Simultaneously? If so, 
resolution will have to be adequate to meet the most 
stringent requirements. 

2) Analysis 

There are two requirements for the analysis phase of the 
process; one for each of the t~o functions shown in Fig. 1 
validation and experimentation. 

a) Validation 

HOW will it be determined whether or not the deSired quality 
attributes have been attained? Verification is normally done in 
two stages. The first stage relates to individual components and 
processes within the model. This stage is closely related to 
develo~ment, with a significant amount of reformulation and 
reprograming taking place as discrepancies are detected. In 
fact, the boundary between development and verification is 
somewhat arbitrary. The latter is included in the analysis phase 
primarily because the interpretation of results is one of the key 
tools of verification. In addition, early runs often provide 
useful analytical results. By comparing the behavior of the 
model with invalid data or components to the behavior after 
corrections have been made, information is often obtained which 
would not have been acquired had only the "correct" version been 
run. 

The points tc consider in the first stage of verification 
have been discussed under model quality. They will not be 
repeated here. Application of a few common sense rules will 
allow the modeler to develop techniques appropriate to each 
model. 

- Test as many combinations of data and system states as is 
reasonably possible. Something will inevitably go wrong with 
an untested ccmtination. 
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- Verify every equation and component ~ith hand calculation. 

- Perform appropriate statistical tests to determine the 
significance of different results. 

Examine the smallest computational discrepancies in detail 
and identify the exact cause. A significant error might be 
nullified on the test case being examined. 

- Do not rationalize unexpected behavior - verify it. 

If one were to state a philosophy to follo~ in the first 
stage of ver ification, it might sound like "Assume nothing ~orks 
- test everything." 

In the second stage, we are concerned with validation of the 
overall model. The ultimate test is whether or not the model 
represents reality. A variety of evaluation techniques are 
available. Each is test suited to a specific type of model and 
modeling environment. 

- Examine model output for reasonableness. 

- Compare ~ith historical data. 

- Run the model parallel with the real system. 

- Use output from the model as input for several iterations. 

- Compare ~ith results from other models. 

No test can prove the validity of a model. 
validate the degree to which confirmation has been 
Clearly, the greater the agreement between the model 
tests, the greater ~ill be the confidence that can be 
the assumption that the model is valid. 

b) Experimentation 

Tests only 
determined. 
and various 
placed in 

HO~ will the model be used experimentally? What forms of 
output ~ill it generate? How ~ill the output be analyzed? With 
these questions ~e enter the r.ealm of research techniques or 
operational ~rocedures, depending on the use to ~hich the model 
will be put. Suffice it to say that the requirements should 
include a brief statement on this topic. Further elaboration is 
beyond the scope of this discussion. 
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3) Implementation 

The findings must be implemented in the system being studied. 
There should be a brief statement reflecting how each of the 
fUncticns shown in Fig. 1 will be accomplished. 

a) Documentation 

As with any research effort, someone 
should be able to duplicate the results or 
new situation. This requires complete 
discusses a number of topics. 

other than the modeler 
apply the model to a 

documentation, which 

- The mathematical model equations, inherent assumptions, 
derivations, and references. 

- The computer program - listings, flow charts, and variable 
lists. 

- Verification - techniques and results. 

- Input data - sources, processing required, and limitations. 

- Results - listings, statistical analysis, and interpretation. 

b) Communication 

The results have to be transmitted to the system. While 
presenting the above documentation to system managers is one form 
of communication, it is a notoriously poor one. Such 
documentation is intended for researchers and programers and is 
not likely to be well received by system managers. The following 
list mentions a few appropriate techniques. 

- Written report - this shOuld summarize the key findings and 
the modeler's estimate of his degree of confidence in them. 
It should be 'written in nontechnical language. Written 
reports should only be used to supplement other communication 
techniques. 

- Informal presentation discuss the results with system 
managers on a one-to-one basis. 

- Formal presentation an organized presentation to a group 
from ~ithin the system. 

- Participation by system personnel the most effective 
communicator is someone from within the system. There is 
considerable benefit to having someone who is trusted by 
system managers and who knows their language Farticipate in 
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so that he can understand and 

Bow will the model affect the system? ~ill it be used 
operationally? If so, the modeler should be prepared to aid in 
its implementation and to respond quickly when ~roblems arise. 
If results are to be used, the modeler should aid in their 
interpretation. In either case, the modeler must be an active 
participant in the initial stages if application is to be 
successful. 

d) Evaluation 

Bow will the modeling effort be evaluated? considering the 
unspectacular success of many efforts, it is understandable that 
this task is cften omitted. There is little discussion of the 
evaluation of modeling in the literature. While to some extent, 
this reflects the recent and still ongoing evolution of the 
process, it will have to be dealt with if the "art" is to become 
a "science." Evaluation must go beyond a simple comparison of 
requirements versus achievements because, as ~ill be noted 
subsequently, some requirements are mutually conflicting. The 
following is proposed as a simple yet comprehensive evaluation 
procedure. 

i) Assign relative weights to the four ~hases of the 
modeling process, as well as each functicn within the 
process (1.0 = average; 0.75 = 25% less important than 
average; 1.50 = 50% more important than average, etc.). 
The sum within each phase should equal 1.0. The sum of 
the four ~hases should equal 4.0. 

ii) Rate the relative achievement or nonachievement of each 
requirement where possible (50% more accuracy than 
required; 10~ cost overrun; etc.). 

iii) Multiply the weights determined in i) (function x phase) 
by the corresponding relative achievements determined in 
ii) • 

iv) Sum the results. 

Assuming all requirements are rated, the break even point 
would be 4.0. A greater sum would indicate a good effort. The 
degree of goodness can be subjectively estimated by tte 
difference between the sum and 4.0. conversely, a sum of less 
than 4.0 would indicate that the effort has not lived up to its 
expectations.. The relative shortcoming would also be a function 
of the difference between the sum and 4.0. 
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The use of loose, qualitative terms such as goodness is 
deliberate. It is not possible to objectively evaluate a model. 
The reader should not lose sight of the fact that the precise 
figures used in the calculation are, in themselves, subjective 
estimates. Thus, any inference suggesting more than a 
qualitative degree of precision is open to question. 

4) Resources 

A variety of resources are required to develop, run, and 
implement a model. On one hand, model quality, analysis, and 
implementaticn requirements generally determine the amount of 
resources that will be required. On the other hand, constraints 
imfosed by the system may limit the amount of resources 
available. If the available resources are insufficient to fulfil 
the requirements, some form of compromise will be necessary. 
Either more resources will have to be made available or the 
requirements will have to be reduced, or both. There are four 
resource requirements which should be specified: time, cost, 
manpcwer, and equipment. 

- Time how long will it take to complete the modeling 
process? 

- Cost - how much money will be required? 

- Manpower 
project? 

- Equipment 
required? 

how many persons will have to be assigned to the 

what type of computer facilities will be 

The modeler will have to be able to tell system managers what 
resources will be required to achieve the desired quality 
objective. He will also have to be able to explain what can and 
cannot be achieved with fewer resources. He must avoid the 
natural tendency of prom~s~ng too much too quickly. While 
preliminary attempts have been made to reduce the subjectivity 
inherent in estimating resource requirements (Duncan 1973) a 
great deal more needs to be done. Given the current state of the 
art, experience in a particular field of application appears to 
be the only route by which an individual can gain the necessary 
knowledge to accurately determine the amount of resources needed 
to develop a model. 

D. Model Description 

In this step, the characteristics of the model are specified. 
Whereas the requirements define what the model should do, the 
description centers around how it will be done. Once the 
characteristics of the model have been determined and the 
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modeling process is well along, few, if any, significant changes 
can be made without drastically reformulating and reprograming 
the model. This ~rocess deserves no less consideration than is 
appropriate to its considerable impact on the overall etfort. 
The skill with which the model is structured is a major factor in 
determining how well the requirements are met. There are four 
basic characteristics: general structure, design, technical 
characteristics, and modeling techniques. 

1) General Structure 

The general structure includes primarily qualitative 
characteristics which set the general tone for the design and 
technical characteristics which follow. They attempt to describe 
the general nature of the total model from different points of 
view. While the distinctions may be somewhat arbitrary, they are 
useful in that they provide an overview of the model and its 
structure, as well as the general philosophy used in the process. 
Further, since many of the terms have been used in the literature 
in a variety of ways, they should be assigned a place in the 
description process in the hope that a uniform standard might 
someday emerge. There are three general qualitative 
characteristics: level, size, and rigor. 

a) Level 

Level attempts to qualitatively describe several model 
characteristics using a Single classification. For example, each 
level of a model normally has a level of effort and quality, as 
well as specific types of structures with which it is commonly 
associated. Three levels of models are defined: overview, 
framework, and operational. 

Overview - a small scale "quick and dirty" model, requiring a 
few days to a few weeks to develop. Overview models would be 
ap~ropriate for uses such as project proposals, feasibility 
tests and training model builders. Although Duncan (1973) 
suggests a fairly wide range of uses for overview models, the 
information generated is so limited and gross that many of 
his suggested uses are hard to envisage. 

- Framework - Bloedsoe and Jameson (1969) stated: "This type of 
model provides a framework for bringing together the parts of 
the system which are toc complex to recognize and comprehend, 
otherwise." This is an intermediate level model whose main 
purpose is to ~rovide preliminary information about a system 
to both the modeler and user. The framework model attempts 
to include all variables which may effect the system and 
then, with sensitivity analysis, determines which variables 
are Significant and which can be aggregated or dropped. The 
primary purpose is to include the full range of variance of 
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each variable and the full range of its effects rather than 
to elegantly model specific processes. A framework model is 
more concerned with significance levels than with precision 
and validity. 

- Operational - there are two categories of operational models 
- management and research. The differentiation is tased On 
the direction of change from the framework model level. 
Management models will normally tend towards efficiency, 
dropping all considerations not significant to the question 
at hand. Thus, management models will, in all likelihood, 
become smaller than the framework model. Research models, on 
the other hand, will likely tend to grow fram the framework 
stage as the search for information is enhanced by quality 
rather than efficiency. Whatever the use, however, 
operational models imply a thorough "verification." 
Management models will tend to be based primarily on data and 
kncwledge which is available at the time the project is 
undertaken. They will often tend to be of the correlative 
typ '. Research models may be based on data and knowledge 
which has to be artificially generated. Alternatively, they 
might well tend to be based on laboratory data. 

b) .§ill 

A size classification should convey the physical dimensions 
of the model. The sum of the number of variables plus 
interactions would be useful to describe model size. The number 
of variables alone would not be suffiCient, as a highly 
interactive model would be far larger than a sequential model 
with the same number of variables. To make the classification 
significant, it was arbitrarily decided that each class should be 
about an order of magnitude larger than the one below it. 
Appropriate class boundaries and midpoints for the various size 
classes are listed in Table 1. 

Table 1. Size classification for simulation models 

Sum of variables plus interactions 

Small: 
Medium: 
Large: 

50 ( 10 to 100) 
500 ( 1 00 to 1 , 000) 

5,000 (1,000 to 10,000) 

Since size is strictly a qualitative description, more detail 
than is given would be of limited value. 

c) Rigor 

This describes the 
relationships are cased on 

degree 
theory. 

to which the fUnctional 
De Neufville and Stafford 
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(1971) describe three classes of rigor: mental, correlative, and 
mechanistic. These three classes should suffice for our 
purposes. while most models will contain combinations of two or 
all three classes cf rigor, cne type will normally predominate. 

- Mental (observational) models - these are normally the first 
type of model developed relative to a specific froblem. They 
are primarily based on experience, intuition, and limited 
data. They tend to be qualitative in nature, rut do provide 
preliminazy insight into a problem. These models normally 
imply the lowest level of understanding of the system. 

- Correlative (empirical) models these involve the 
correlation of dependent variables with a set of significant 
independent variables, based on a set of empirical data. 
These models tend to be specific to a particular set or type 
of data. They are used primarily in situations where the 
modeler is interested in output from a system but not the 
mechanism whereby the output is generated. 

- MechanistiC (theoretical) models these models employ 
mechanistic functions where the relationships can be 
surstantiated on theoretical grounds. They normally result 
from a great deal of experimentation and verification. They 
require the highest level of understanding of the system. 
These models are considered the most rigorous. All things 
being equal, this level of model is preferred over other 
levels. 

2) Design Characteristics 

DeSign characteristics differ from the general structure in 
that they describe the manner in which components of the model 
fit together. There are three characteristics of interest: 
organization, aggregation, and scale. 

a) organization 

~here are two basic organization formats: 
modular. 

unified and 

- In the unified model, all components are in a Single large 
program. This format is best suited to small models. While 
this procedure avoids interfacing problems, it becomes 
excessively cumbersome for large models. 

- In the modular model, 
which, in theory, can be 
remainder of the model 
practice, while there 

major parts are grouped into blocks 
.developed independently from the 
and readily inserted or removed. In 
are numerous interfacing problems 

. . 
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(Clymer and Bloedsoe 1969) the modular approach is virtually 
mandatory, if large systems are to be modeled successfully. 

b) Aggregation 

There are three schools of thought concerning the aggregation 
of variables: integrated, disassociated, and intermediate. 

- The integrated model - the basic philosophy is that a system 
can be modeled in its entirety with a few variables which 
aggregate many smaller parts of the system. Its major 
advantage is ease of model development. Its major 
disadvantage is the difficulty of analyzing complex systems 
on the level of the whole. Such models generally only 
consider the gross overall behavior of a system. 

- The disassociated model the basic philosophy might be 
called the classical approach in that small, well understood 
parts of the system are joined in an attemft to model the 
entire system. The major advantage is that it is possible to 
understand and verify the function of the individual parts. 
On the other hand, a basic premise of systems theory is that 
the whole is greater than the sum of its farts. Simply 
putting the parts together is not necessarily sufficient for 
understanding the functioning of the overall system. 

The intermediate model this, as the name implies, is 
between the two extremes. The basiC approach is to develof 
large parts of the system as complete units and then join the 
parts into a coherent whole. It is a compromise between the 
advantages and disadvantages of the two extremes. 

c) Scale 

scale is a three dimensional descriptive property of a model. 
The three dimensions are time, space, and system level. Clymer 
and Bloedsoe (1969) suggest that two dimensions are adequate to 
define scale: time (minutes, hours, days, months, years, etc.) 
and system level (consumers, plants, soil organisms, soil, etc.). 
A third dimension is needed, however, to specify the physical 
size of the variables in the model. For an ecosystem model, such 
as described by Clymer and Bloedsoe (1969), unit area would be an 
appropriate measure. Appropriate order of magnitude changes in 
area would be m2 , 100m2 , km2, etc. The units could just as well 
be hectares or whatever unit (slope, watershed, etc.) was 
appropriate to the froblem at hand. 

3) Technical Characteristics 

These describe the mechanisms whereby variables and flows 
within the model are processed. The selection of technical 
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characteristics is based on the requirements of the model and the 
nature of the system. There are four technical characteristics: 
time, flow, certainty, and analytical technique. 

a) Time 

There are three methods of modeling time: static, even 
increment, and uneven increment. 

- Static as the name implies, static models do not consider 
time as a variable. Rather, they analyze the system at a 
specific point in time. Such a procedure is well suited to 
many real-world problems such as the optimization of resource 
allocation, job shop scheduling, and network flows. Static 
models are obvicusly poorly suited to systems which Change 
significantly over time. 

- Even increment these models are well suited to systems 
which tend to be fairly regular. This can arise in two 
different ways. In the business world, it is generally 
desirable to perform a variety of audit functicns at regular 
interva~s. The impact of individual transactions or events 
(sales, production of one unit, etc.) is small relative to 
the overall business. Thus, it is logical that a model of 
such a process would simply accumulate totals for one time 
interval, determine-the state of the system at the end of the 
interval, and advance to the next period. A second type of 
system which is well suited to even time increment modeling 
is a continuous flow system. In such a system, there are no 
"events" as such. Many physical and biological processes 
such as the accumulation of moisture in forest litter or 
plant growth can be modeled as continuous processes. Thus, 
it is logical that time be advanced by regular intervals and 
the state of the system monitored at the end of each 
interval. 

- Uneven increment these models are well suited to systems 
which are strongly "event" oriented, with little activity 
between events. Emergency service dispatch (pOlice, fire, 
ambulance) fits this pattern. The system responds 
significantly to an individual event, while little happens 
between events. Thus, system state is determined at the 
completion of one event, after which, time is advanced to tr.e 
next event. 

b) ~ 

There are two methods of modeling flow: descrete and 
continuous. 
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- Discrete flow - event-oriented systems can be classified as 
having a discrete flow. In other words, stimuli tend to te 
in the form of individual pulses. As the impact of an 
individual pulse increases, the arguments in favour of 
discrete flow modeling also increase. 

Continuous systems in which individual events or pulses 
cannot be identified are best modeled as continuous flo~ 
processes. In addition, the work of Forrester (1961) 
indicates that event-oriented systems can also be modeled as 
continuous flow processes, if the impact of individual events 
is small relative to the level of aggregation being 
considered. 

c) certainty 

certainty can be modeled in three ways: deterministic, 
stochastic, and mixed. 

- Deterministic - if the occurrence of an event or the behavior 
of a system is predictable with certainty or near certainty, 
a deterministic model is appropriate. Deterministic models 
imply a reasonably high degree of understanding of the 
mechanistic processes involved in a system. They also assume 
that all of the Significant independent variables needed to 
predict the behavior of the dependent variatles have been 
included in the model. Obviously, deterministic models 
require considerable theoretical justification and support. 

- Stochastic when only the probability of the cccurrence of 
an event or the behavior of the system is determinable, 
stochastic modeling is appropriate. The occurrence of forest 
fires or calls on a telephone network are examples of 
stochastic Frocesses. Stochastic models normally involve 
random samples drawn from generated probability 
distributions. When events are not mutually independent, 
jOint probability distributions are required, which often 
necessitates fairly complex modeling. Stochastic models 
require less understanding of the mechanistic tehavior of the 
system than deterministic models. 

- Mixed - some processes are neither predictable with relative 
certainty nor mutually independent. To use either stochastic 
or deterministic techniques in isolation would be incorrect. 
Thus, some form of mixture of the two techniques is employed, 
such as calculating an average deterministically, and then 
generating random variation about that average. 
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4) Modeling Techniques 

Contrary to the opinion of some, a model should be selected 
to fit a particular problem. The problem should not be adjusted 
to fit a convenient model format. Failure to froceed in the 
first manner will invariably limit the usefulness of the results. 
Further, any modeling frocedure is less than a perfect 
representaticn of the real world, and as such contains some 
error. It is nct uncommon that the magnitude of the error in the 
modeling process is greater than differences between successive 
runs of an analysis. This also applies to differences bet~een 
siu,ple and sophisticated analytical procedures. There is no 
clear answer to the question: . Is it better to optimize an 
abstract formulation of the problem, or to find a good solution 
to a mere realistic formulation? 

We will now consider a selection of mOdeling techniques. It 
should be noted that in most situations, there is no single 
technique that is appropriate for every component of a large 
model. Thus, the modeler will be concerned with selecting a set 
of techniques rather than a single one. 

a) Examine the real world 

In a sense, this 
itself is ~eing used 
happens, and tries 
involved. 

is not a modeling technique. 
as a model. One simply 
to draw conclusions about 

b) Examine observations 

The real world 
observes what 
the processes 

This generally refers to the conduct of experiments where all 
but a few factors are held constant. This has the disadvantages 
of high costs relative to the quantity of information provided 
and long time periods are often required. The chief advantage is 
that only a minirral understanding ef the internal mechanisms of 
the system being analyzed need be known. This technique is only 
practical for relatively simple situations where only two or 
three factors are involved. 

c) Empirical models 

In general, this refers to the use of regression techniques 
to develop predictive models based on observations of real world 
or experimental data. Such models indicate a relationshiF 
between factors, but not the mechanisms where~y the relationshiF 
occurs. These have the advantage of being able te include more 
factors than was the case a~ove. They also have the advantage of 
only modest cost and time requirements. Empirical models are 
particularly useful for comFonents which are not critical to the 
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system under consideration, particularly where the achievement of 
reasonable predictive accuracy is sufficient. 

d) Gaming models 

These involve the use of experienced persons Flaying a 
hypothetical game which is designed to simulate a particular 
situation of interest. The output of the procedure is the action 
of the Flayers. The basic concept is that it may te possible to 
discern trends in the actions of several players, and thereby 
gain an increased understanding of the basic mechanisms involved. 
The atility of such procedures to disclose useful, quantitative 
information is open to question, however. 

e) Simulation models 

These models generate activities or processes which simulate 
the behavior of a real system. Simulation models are often used 
when the individual parts of a system are reasonably well 
understood, but the dynamic behavior of the overall system is not 
known. Simulation is also used when a system is too complex to 
model with ether procedure. An additional benefit is that 
simulation models are relatively easy for persons other than the 
modeler to understand. Simulation has the disadvantage of being 
costly and generally requires a considerable amount of time to 
program. Further, simulaticn is poorly suited to finding optimal 
soluticns. To some, simulation is the method cf last resort. 
More properly, the Frocedure should be given equal consideration 
in the initial stage of the model selection process. 

f) Mathematical programing models 

These have several important advantages. They find optimal 
solutions; they are very powerful and efficient; and their cost 
and time requirements are low. It is not surprising, therefore, 
that a great deal of effort is often expended to make a problem 
fit the required mathematical programing framework. They have 
disadvantages, however. Their framework is rigid and the real 
world often simply does not fit; they generally require 
considerable abstraction; the analyst must understand the 
functioning of the entire system; they are static; they are 
sophisticated, and, thus, often not comprehensible to the average 
reader. 

g) Mathematical models 

This generally involves the highest level of abstraction and 
sophisticaticn. It also requires the greatest knowledge of the 
system. Mathematical models have the advantages of being 
relatively inexpensive and require relatively little time to 
develof. Mathematical modeling is the most efficient way of 
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deriving an optimal solution. On the other hand, only relatively 
simple processes (in the sense that they must be smooth, 
continuous, and not have too many variables) can be modeled 
mathematically. 

We will now apply the preceding concepts to the development 
of a set of specifications for an air tanker productivity 
computer simulation model. 

E. Specifications for AIRPRO 

1) Goal Definition 

a) The problem - There is no procedure currently available 
to quantitatively determine air tanker productivity or 
effectiveness and hence, the appropriate role of air 
tankers in wildland fire management systems. 

b) Use of the model The model will be used by 
researchers, to provide data to aid fire management 
agencies with air tanker system presuppression planning. 

c) Goals - The model should be able to: 

i) quantitatively measure air tanker productivity and 
effectiveness; 

ii) determine the optimum combination of resources and 
tactics to employ in specific fire suppression 
operations; and 

iii) summarize the above for an agency over one or more 
fire seasons. 

2) ReqUirements 

a) Quality 

i) Errors - The cumulative effect of all errors should 
be insignificant relative to the results, when 
summarized over a large set of data. The 
cumulative effect of errors should not exceed 10J 
when results are SUmmarized over small sets of data 
(30 fires). 

ii) Validity - All assumptions and relationships which 
perturb the overall system by more than 5i will be 
verified. 
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iii) Scope - The model should be applicable to all fire 
suppression environments in North America ~here air 
tankers are used. 

iv) Resolution The model should be able to detect 
statistically significant system responses on the 
order of 10%. 

b) Analysis 

i) Validation 

- Simulation output generated by the environmental, 
fire and ground suppression components ~ill be 
statistically compared with historical data. 

- Output generated by the air tanker component ~ill 
be examined for reasonableness and compared ~ith 
previous air tanker research, to the extent 
possible. A sensitivity analysis ~ill also be 
undertaken .. 

ii) Experimentation 

- The model will test all reasonable combinations of 
air tanker resources and tactics on a set of 3,000 
historical fires which occurred in the province of 
New Bruns~ick .. 

- The results will be analyzed and inferences will be 
made, if warranted. 

c) Implementation 

1 

i) Documentation - The model and computer program will 
be fully documented. There will alsc be a report 
on the analysis of the data, the results, and their 
interpretation. 

ii) Communication - The findings will be summarized and 
written reports presented to system managers. In 
addition, formal and informal verbal presentations 
will also be made. 

iii) Application This is 
managers.. The authors 
assistance is necessary_ 

the prerogative of system 
will provide whatever 

iv) Evaluation The overall effort will be evaluated 
using previously outlined frocedures.l 

See Fart 1., Section C., 3), d), of this report. 
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d) Resources 

i) Time Three months will be needed for planning, 
two years for model development, six months for 
analysis, and one year for implementation. 

ii) Cost - $30,000 will be needed for model development 
and analysis, and $10,000 for data analysis and 
preparaticn (excluding salaries). 

iii) Manpower Three persons will be required; one 
project supervisor and two programing assistants. 

iv) Equifment A large computer with remote access, 
time sharing, and interactive debugging will be 
needed. 

3) Model Descripticn 

a) General 

i) Class 
data. 

operational model - to provide research 

ii) Size - medium. 

iii) Rigor - as appropriate to the specific component. 

Mental 
etc.) • 

models (tactic selection, suppression, 

- Correlative models (mop-up, growth, etc.). 

- MechanistiC models (distances, sunset time, etc.). 

b) Design 

i) organization - modular - In general, one subroutine 
for each major component and function. 

ii) Aggregation - mixed - The air tanker component ~ill 
be disassociated while the remaining components 
will tend toward intergration. 

iii) Scale 

- There are three scales of time measurement: 0.1 to 
1.0 hours for individual fires; zero to several 
days between fires; and one to several years for 
overall totals. 
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- Space is measured in acres, with 0.1 acres or 10~ 
of the area (whichever is greater) considered the 
minimwn significant difference. 

- Three system levels are considered: fire 
suppression, air tanker utilization, and some air 
tanker utilization subsystems. 

c) Technical characteristics 

i) Time simulation - Uneven increment is used between 
events, with even increment being used for fire 
growth and ground suppression. 

ii) Flow 

- Continuous flow is used for fire growth and ground 
sup~ression. 

- Discrete flow is used 
change of heuI, sunrise, 
drops). 

for events (crew arrival, 
sunset, and air tanker 

iii) certainty - deterministic - A large sample size is 
used to simulate the effect of stochastic elements. 

d) Modeling Technigue 

The primary technique will be simulaticn, with real­
world observations, empirical data, regression analysis, 
and mathematical models being used as appropriate. 
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2. GENERAL SIMULATICN FUNCTIONS 

In this section, a variety of elementary frocesses found 
throughout the model will be discussed. We will also consider 
the manner in which time is incremented, a process external to 
the air tanker system and its environment. The four technical 
components of the model (the environment, fire, ground 
suppression, and air tankers) will be considered in subsequent 
sections. 

A. Elementary Processes 

Processing a mathematical model with a computer generally 
requires an extensive body of supportive comfutations. The 
current model is no exception, in that over half of the program 
can be classed as supportive rather than technical. In addition, 
a significant amount of elementary calculations are also 
performed within the technical subroutines. Due to the 
simplicity and standardized nature of these calculations, a 
single description of the general form suffices for all variants 
found throughout the model. Three processes will be considered: 
initialization and storage, accumulation, and rounding off. 

1) Initialization and Storage 

In all simulation models, the initial state of the system 
must be specified. In addition, as in the present case, it is 
often necessary to reinitialize the system for analyzing 
alternative strategies and to reset the system to a noninitial 
state for analyzing subsets of strategies. Initialization can be 
done in two ways logically and mathematically. Logical 
techniques emplcying programing statements such as READ, DATA, 
COMMON, EQUIVALENCE, etc., are described in the program 
documentation (Simard et ale 1977) and will not be considered 
here. 

The simplest form of mathematical initialization is: 

(1) V = c 

where: V = the variable to be initialized and 
c = a constant (typically, but not necessarily 

zero). 

When the initial value is not a constant, a variable is 
substituted for c: 

(2) V = Vs 
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Vs = a storage variable that has been assigned 
the initial value. 

In any mcdel where reinitialization or resetting is required, 
the initial cr appropriate value of the system descriptors must 
te stored, because the values are altered during simulation. As 
with initialization, this can be done either logically or 
mathematically. The mathematical expression is the same as for 
initialization with the terms reversed: 

(3) Vs = V. 

2) Accumulation 

Simulaticn models are often used to process a set of 
independent events (such as fires). In these cases, it is useful 
to determine the cumulative total of the results of each event 
(i.e. total retardant dropped). It is also often necessary to 
determine the number of occurrences of subevents (i.e. air tanker 
fires) • The standard recursive equation for accumulating 
occurrence frequency is: 

(4) N' = N + 1 

where: N,N' = number of observations before and after 
accumulation respectively.2 

When a result is involved, the equation becomes: 

(5) Rt' = Rt + R 

where: Rt,Rt' = total before and after accumulation, 
respectively and 

R = outcome for the current event. 

3) Rounding Off 

Processing integers is considerably more efficient than 
decimal numbers. Further, integers require less core storage as 
well as less space on input and output files. Finally, a program 
often requires integer approximations of decimal numbers (array 
subscripts for example). 

2 Nand N' are 
mathematically, 
computer this 
stored at the 

the same variable. The prime is used because 
N = N +1 is not correct, whereas in the 
instruction means add one tc the quantity 
address associated with N. 
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The simplest ~recedure is to truncate: 

(6) Vi = Vr 

where: Vi = integer portion of a decimal number 
(to the left of the decimal pOint) and 

Vr = a decimal number. 

A more accurate procedure is to round off: 

(7) Vi = Vr + c Vr > 0 

Vi = Vr - c Vr < 0 

where: c = 0.5 for simple rounding off and 
c = 1 for Vr ~ 0, when an array subscript is 

required. 

In the interest of programing efficiency, the equation for Vr < 0 
was not included in the model, as negative values were only 
possible for dollar savings, and such values were of only 
marginal interest. 

B. ~ 

AIRPRO simulates the behavior of a system over time. As is 
the case with all nonstatic simulation models, ~rocedures are 
required for incrementing time and moving the simulation forward. 
Since time is not ~art of the technical relationships of the 
system under consideration, it is appropriate that it be 
described separately. The system centains both event-oriented 
and continuous processes. Therefore, the model incorporates two 
mechanisms fer processing time: an event calendar, and an even­
increment fire sup~ression and fire growth loop. 

1) The Event Calendar 

There are several aspects of the system being modeled which 
are strongly event oriented. That is, their occurrence is in the 
form of a pulse which perturbs the system, with little or no 
activity taking place between occurrences. There are four events 
which clearly fall into this category: the arrival of a crew, an 
air tanker drop, sunrise, and sunset. In addition, the diurnal 
weather cycle has been modeled as an event, with an even time 
increment between occurrences (1 hour). There are three reasons 
for modeling the effect of this continuous process as an event. 

- The complexity of a continuous model would exceed its 
significance relative to the system. 

- Changes from one hour to the next are not great (OJ-20i). 
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The event processing mechanism was already in existence. 

In effect, the ucdel incorporates 24 pOint observations of the 
continuous effect of the diurnal weather cycle. 

~he event calendar is a simple five-element array. Each 
element indicates the time of the next occurrence of the 
corresFonding event. All times are elapsed from the time of 
detection, which is defined as T = O. There are three steps to 
processing an event calendar: initialization, selecting the next 
event, ana calculating the time of the next occurrence of an 
event. 

a) Initialization 

At the start of a fire, the first occurrence ot each event is 
determined and inserted in the array. The elapsed time to the 
arrival of the first crew (Ei 1 ) is independent of the detection 
time. The first arrival is, therefore, equated directly to the 
sum of the dispatch ana ~ravel times which are found in the input 
data. 

The elapsed time to the initial hourly update, sunrise, and 
sunset, on the other hand, are related to the time of detection. 
To determine the event time, it is first necessary to convert the 
time of detection frem hours and minutes to hours and fractions 
of an hour. The necessary variables are calculated by using the 
following sequence of equations: 

( 8) 

(9) 

( 10) 

Tdm 
Hr = 100 ' 

Tdm -(lOOHr) d p = , an 
60 

Td = Hr + p 

where: Tdm = detection time (hours and minutes, i.e. 
1145) , 

Hr = hour in which fire was detected (minutes 
are truncated i.e. 11), 

P = decimal equivalent of minutes (i.e. 
45 min. = .75), and 

Ta = detection time (hours and fractions of an 
hour, i.e. 11.75). 

The initial occurrence of a weather update (Ei2 ) is, therefore: 
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The initial time of sunrise (Ei3) is given by: 

( 12) Ei3 = Tsr Td + 24 Tsr < Td 

Ei3 = Tsr Td Tsr > Td 

where: Tsr = time of sunrise. 

Similarly, the initial sunset time (Ei 4 ) is obtained by: 

(13) Ei4 = Tss Td 

Ei4 = Tss Td + 24 

Tss > Td 

Tss < Td 

where: Tss = time of sunset. 

The method of calculating Tsr and Tss will be described in the 
section on the environment. The time of the first air tanker 
drop (Eis) involves a series of technical calculations ~hich will 
be discussed under the air tanker component. 

b) Selecting the next event 

The model beginS the simulation by setting the start of the 
event interval (Ts) to 0 and selecting the next event (n), such 
that: 

(14 ) E = min (E). 
n 

The end of the event interval (Tf) is then equated with En. 
Subsequent iterations begin by setting Ts = Tf and then follow 
the frocedure for the initial selection. 

sutsequent crew arrivals (E l ) and air tanker drops (Es) will 
be discussed under the corresponding technical section. 
Subsequent weather updates (E2 ) occur each hour: 

( 15) 

Subsequent occurrences of sunrise (E3) and sunset (E4) are Simply 
24 hours apart: 

( 16) 
, 

E = E + 24 n n 
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where: n = sunrise (3), sunset (4). 

2) Fire SUPFression and Fire Growth 

Fire suppression and fire growth are continuous dynamic 
processes. In a theoretically correct model, their impact on the 
system would be simultaneously integrated over time. Given the 
nature of the remainder of the model, however, such an approach 
would be relatively complex. In the interest of expediency, it 
was decided that each process would be integrated separately. 
This approach introduces bias into the results, in that 
processing fire growth before suppression increases area burned, 
while processing suppression first reduces area burned. The 
ameunt and directicn of bias is adjustable. For example, as the 
interval bet~een subsequent calls approaches zero, the difference 
between simultaneous and independent processing also approaches 
zero. Unfortunately, operating costs increase as the interval 
decreases. Another procedure to reduce bias would be to 
alternate the order of calling the twc precesses on subsequent 
i teratiens. 

The model is programed in such a way as to allow modification 
of the time interval between calls as well the order of calling. 
In this ~ay, it is possible to balance the auount of bias against 
operating efficiency. This feature also provides a convenient 
mechanism for calibrating the model against observed results. 
That is, the cumulative effect of all errors in the growth and 
suppression components can be nulified by a simple adjustment of 
the calling sequence. 

(17) 

( 18) 

( 19) 

The process is as follows: 

Dte = Tf - Ts - .001, 

Dtn = 1 + Dte and 
Dtx' 

Dte Dt =­Dtn 

where: Dte = time interval between events, 
Dtx = maximum allowable time between calls to 

growth and suppression, 
Dtn = number of intervals ~tx occurring during 

interval Dte, and 
Dt = time interval between calls to growth and 

suppression. 
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In essence, Eqs. 17-19 determine the number of calls to fire 
growth and suppression (Dtn) that will be made between events, 
such that the interval between calls does not exceed the maximum 
allowable interval. The subtraction of 0.001 in Eq. 17 prevents 
the accumulation of rt over Dtn intervals from exceeding Dte, 
due to computer rounding. The user modifies the sequence by 
changing the value of Dtx in the input data. 

The relationship between the "calibration function" and Dtx 
is shown in Fig. 2. Data for both a single fire and a sample of 
100 fires are shown. 
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Figure 2. The calibration function 
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The following ~oints are apparent from Fig. 2. 

- The function is essentially discrete in that most of the 
changes will cnly occur at intervals which are integer 
divisicns of one hour (i.e. 1/2, 1/3, 1/4, etc.). 

- The 100-fire sample has a narrower range of sensitivity to 
changes in Dtx than the single fire sample. 

- The overall model is slightly biased, in that the mid-point 
for the 100-fire sample (at Dtx = 0) is not equal to 1. 

Finally, time is advanced in the growth and suppression 
sequence with the equation: 

(20) Tf = Ts + Dt • 

This completes the discussion of the nontechnical aspects of 
time simulation. In the previous section, we considered a 
variety of sup~ortive elementary computations. With this 
backgrcund, we now ~roceed to the four major components of the 
model, starting with the environment. 
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3. T HE ENVIRONMENT 

The environmental component of the model consists of those 
processes that affect the system, but are external to it. Four 
such processes will be discussed in this section: measurement of 
distance; calculaticn of sunrise and sunset time; diurnal weather 
variation; and fuels. Topography is not included in the current 
version of the model as there is no topographical information of 
value in the original fire report data from the test area. 

A. Distance 

There are two 
and fire-to-Iake. 
distance. We will 
the simpler of the 

distances required by the model: fire-to-base 
A different routine is used to calculate each 
start with the fire-to-lake distance, as it is 
two. 

1) Fire-to-Lake Distance 

For water-tased operations, flying time between drops (hence 
costs and effectiveness) is a function of air tanker speed and 
the fire-to-lake distance. Compounding the problem, each air 
tanker requires a different length of lake for safe water pickup. 
To code the distance to the nearest usable lake for each air 
tanker on every fire would be a considerable undertaking. For 
this reason, some simplifications were made. First, the actual 
distance from each fire to the nearest lake, 1.5 miles or more in 
length, was coded. Seccnd, average fire-to-lake distances for 
seven different lake lengths were calculated for each region, 
based on a 101 sample of actual fires. 3 

These data were used to obtain the expected fire-to-Iake 
distance for a specific air tanker model and fire, using the 
equaticns: 

(21) 

(22) 

L 
m 

f = 2 + 2500 and 

Dfar f 
Drf = Df ' Dla 4 r, 

where: 

f < 7. 

I = lake length class (rounded off to the 
nearest 1/2 mile), 

Lm = lake length required for pickup (ft.), 
for air tanker model m, 

Drf = fire-to-retardant distance (mi), 
DI = actual fire-to-Iake distance for the 

nearest 1.5 mile lcng lake (mi.), 

Data on file at the Forest Fire Research Institute. 
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Dla = average fire-to-Iake distance, and 
r = region. 

Equaticn 21 determines the lake length class required for the 
specific air tanker model. Recalling that integer fractions are 
always truncated, a required length of less than 2,500 feet will 
fall into class 2 (0.5 miles). Class 1 (0.0 u~les) is for 
helicopters only. Equation 22 modifies the actual distance from 
the fire to the nearest 1.5 uile long lake. It increases or 
decreases the distance, depending on whether the required length 
is greater or less than 1.5 miles. The change is a function of 
the ratio of the average distances in the region for the required 
length and a length of 1.5 miles. 

2) Fire-to-Base tistance 

For all operations, fire-to-base flying time must be 
calculated. As in the Frevious case, this is a function of air 
tanker speed and the fire-to-base distance. Unlike the previous 
case, however, actual distances are used, because the location of 
every fire and tase are coded. The following sequence of 
equations is used to obtain the distances between Fairs of pOints 
on the earth's surface, given the latitude and longitude of each 
pOint. These formulae are from Peterson (1973), who adapted the 
work of Clark (1880) and Bomford (1962). Since this process is 
external to the system, only the output is of interest. The 
equations are, therefore, presented here without comment. Only 
those formulae necessary for calculating distance between points 
are listed. The original work includes formulae for the inverse 
operation as well as calculating aziuuth. 

(23) 

(24) 

(25) 

The following symbols are used for Eqs. 23-37. 

Lat, La2 = 
Lo l , Lo2 = 

Az = 
D = 
a = 
b = 
e = 

2 
b

2 
2 a -e = 2 

a 

2 
Xl = a(l-e 

2 
X = a(l-e 2 

latitude of pOint 1 and 2 
longitude of pOint 1 and 2 
azimuth 
distance (m) 
major axes of spheroid (6,378,206.4 m) 
minor axes of spheroid (6,356,583.8 m) 
eccentricity of spheroid 

2 1 
.6-<-YI. La1)-Z 

.6-<-11 
2 1 La2)-z 
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(26) DLo = LO l - L02 

(27) Y = co~ La2 ~~n DLo 

(28) 

(29) 

(30) 

(31) 

(32) 

(33) 

(34) 

(35) 

(36) 

(37) 

f = 

F = fh 

1 + h2 

i- h
2 

H = ---:-2 
1 + h 

k - = x 
1 

2 
[1 + (~2) co~ La l co~ AZ 1 2] 

l-e ' 

k k -=-

k 
k = - x 

Xl I 

La
2 

~-tYl. DLo)2 

b 2 . ' 
- ~-<"Yl. La 1 ) L ]2 

a 2 
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In a comparison of results obtained with Eqs. 23-31 vs. 
officially published distances, the average difference was 0.03 
km for distances up to 500 km (Valenzuela 1911). This error is 
much swaller than the error inherent in the fire location data, 
which is ecded tc the nearest minute, implying an average error 
of 0.5 to 1 km, de~ending on latitude. 

B. Sunrise and Sunset 

The time of sunrise and sunset are significant factors in a 
fire centrel operation. They set limits for air tanker activity 
and denote the time of changeover from daytime to nighttime 
productivity for ground forces. The following sequence of 
equations is used to calculate the times of sunrise and sunset. 
The equations and constants were derived by A. Muir. from data 
~resented by List (1950). 

The following symbols are used for the sunrise and sunset 
equations. 

Lac = latitude coefficient = La x .01745 
da = day of month 
dm = monthly sun declination ~arameter 
dn = daily sun declination parameter 
ds = sun's declination 

Tsr = time of sunrise 
Tss = time of sunset 

Tn = median passage of sun 
La = latitude 
Lo = longitude 

Loc = longitude at the center of the time zone. 

The sunrise-sunset 
intermediate variables: 

sequence begins by calculating two 

(38) X = dm + (da dn) and 

(39) Y = X + 0.03348 ~~n (X - 4.9177). 

The time of the median ~assage of the sun (Tn) is given by: 

(40) h = Mctan (0.917c.~~ ~:n Y) and 

(41) Tn = 12 _ 57.296 eX - h) 
15 

Work on file at the Fcrest Fire Research Institute. 
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The sun's declination (ds) is calculated with: 

(42) ds = ~~n (0.39786 ~~n V). 

If Lac > 0 and 

(43) ! ds + 0.01484 ! < 1.5708 - Lac, 

the sun will rise and set in the northern hemisphere. 
Alternatively, if Lac < 0 and 

(44) I ds - 0.01484 I <1.5708 + Lac, 

the sun will rise and set in the southern hemisphere. Having 
passed the a~propriate test, we calculate a set of intermediate 
variables: 

(45) 

(46) 

(47) 

- 0.1483 - ~~n Lac ~~n ds 
x = -:::..::....::...:..::c.:.:o:...-~--=-La=-c..:::.:..:..c.-=o:..:~:.:-;d..::..s...:.:...:..~ , 

h = arccos x 

h = 3.1416 - arccos (-x) 

H 
- 57.295 h . 
- 15 

x > 0 

x < 0 and 

Sunrise at the center of the time zone (Trz) is given by: 

(48) Trz = Tn - H. 

Finally, sunrise at the ~oint of interest (Tsr) is calculated 
with: 

(49) Tsr = Trz + (LO - LOC). 
15 

The program advances time by one-half day and repeats the 
above sequence through Eq. 46, with the exception of the median 
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passage of the sun. The time of sunset at the center of the time 
zone (1sz) is given by: 

(50) Tsz = Tn + H 

which is entered into Eq. 49 to obtain Tss. 

A test of Eqs. 38-50 indicated that errors were in the range 
of 0-2 minutes, for all possible locations of interest in North 
America. Tr.is is certainly wel~ within the range cf accuracy of 
the available fire suppression data (0.1 hr.). 

c. Weather 

Of the three environmental factors governing fire behavior 
(weather, fuels, and topography), weather is by far the most 
important. Two levels of the meteorological environment are 
incorporated in the model: hour~y variation and dai~y change. In 
this section we will consider the rranner in which these two 
factors affect the two primary fire behavior controlling 
variables, the Initial Spread Index (lSI) and the Fire Weather 
Index (FWI). We begin with hourly variation. 

1) Hourly Variation 

Meteorological conditions vary during a 24-hour period 
according to a predictable cycle. In New Brunswick, fire 
behavior at minimum conditions is as low as one-seventh as severe 
as that at maximum conditions. It follows that the effectiveness 
of an air tanker drop at one time of the day would be 
significantly different from the same drop on the same fire at a 
different time. Two as~ects of hourly variation will be 
discussed: the diurna~ cycle and modifying average data to 
reflect initial conditions. 

a) The diurnal cycle 

The value of the Initial Spread Index for any hour (Ish) is 
given by: 

(51) Ish = Is Isdh Issh · 

Similarly, the hourly value of the Fire Weather Index (Iwh) is 
calculated with: 

(52) Iwh = Iw Iwdh Iwsh 



where: 
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IS,Iw = afternocn value of lSI and FWI, 
Ish,Iwh = hourly value, 
Isd,Iwd = percentage of the afternoon value 

(diurnal cycle) I and 
Iss,Iws = percentage of the afternoon value 

(slope and aspect). 

Iss and Iws are set to 100~ in the current version of the 
model, as topographic information at the fire site was not 
available for the test data. Values for Isd and Iwd are obtained 
directly from a diurnal variation table for the lSI and FWI in 
Ne~ Brunswick (Simard 1970). 

In addition, a rapidly responding cycle was deVeloped when it 
was determined that observed grass fire behavior did not 
correspond well with behavior obtained from the lSI cycle. The 
technique used to determine the "grass" cycle was the same as for 
Isd and Iwd. Average hourly meteorological farameters for 
Fredericton airport were used to obtain an instantaneous hourly 
equilibrium moisture content (EMC). This was averaged with the 
hourly Fine Fuel Moisture Code (FFMC), on the basiS of 80~ weight 
for the EMC and 201 for the FFMC. The resulting hourly values 
were divided by the afternoon value, and the percentages thus 
obtained are used as the diurnal grass spread index (Igd). 

While monthly values for Isd and Iwd are used by the model, 
an average value for the summer (as is used for Igd) would likely 
be adequate, as the monthly variation is relatively small. The 
behavior of the three indices for June is illustrated in Fig. 3. 
The amplitude for Igd is less than the other two variables 
because the effect of wind is not incorporated. This should be 
added prior to subsequent analyses. 

b) Modifying average data to initial conditions 

While rate of spread varies from one hour to the next, input 
data for rate of spread is an average value for the duration of 
the observation (either travel time or control time). It is, 
therefore, necessary to adjust the observed average to an initial 
value, such that the total response to the diurnal variation over 
the interval, starting with the initial value, equals the 
response to the observed average over the same interval. Failure 
to make this adjustment yields inconsistencies between actual and 
simulated fires ~hen either the duration of the interval was a 
few hours (long and short intervals ~ere far less sensitive) or 
the cycle was changing rapidly (morning and evening). 
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Figure 3. The diurnal cycle 
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The adjustment frocedure is relatively simfle. First, the 
expected length of the interval (Ti) is estimated. Procedures 
for this will be discussed under fire behavior. The numerator 
for the spread adjustment ratio is calculated by multiplying Ti 
by the initial value of Isd. The denominator is calculated by 
summing values of Isd for each hour of interval Ti. Thus, the 
ratio: 

( 53) 
ai = 

Isd
h 

Ti 

Ti + h 

~ Isdi 
i = h 

where: h = initial hour for interval Ti, 

yields the adjustment required to convert the observed average to 
an initial value (ai). 

Between the hours of 0600 and 1600, the initial value will 
generally be less than the average, as the diurnal cycle will 
generate increasing spread rates as the fire progresses. 
Conversely, between 1600 and 0600 hours, the initial value will 
generally be greater than the average, as the diurnal cycle will 
be reducing the spread during the interval. ExceFtions to both 
of the preceding will occur when one of the two crossover pOints 
(0600 and 1600 hours) lies within the interval of interest, as 
the effect of the diurnal cycle will be generating both higher 
and lower spread rates. 

2) Daily Change 

Afternoon meteorological conditions describe one day in 
relaticn to another. Thus, the day-to-day change in weather must 
be superimposed on the diurnal cycle. In other words, when a 
fire burns beyond midnight, the model must adjust the diurnal 
cycle to reflect conditions on the following day. Two steps are 
required: determining afternoon values and calculating a daily 
change adjustment factor. 

a) Afternoon values 

There are four procedures for determining afternoon values. 
The choice is based on the number of days since detection of the 
fire. 

i) For the day of detection, afternoon weather conditions 
form part of the data set pertaining to each fire. Two 
types of information are available: the six codes and 
indices of the Canadian Forest Fire Weather Index (FFMC, 
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DMC, DC, 151, ACMC, and FWI) (Canadian Forestry Service 
1970); and the four weather variables from which the 
indices are derived (wind speed, temperature, relative 
humidity, and rainfall) • 

ii) The afternoon FWI for the second day (Iw2) is available 
directly from the input data. The afterncon 151 for the 
second day (Is2) is determined with the ratio Iw2/Iw. 
If Iw = 0, Is2 is equated with Is. 

iii) For the third through fifth days, Iwn and Isn are 
equated to 90% of the previous day's value. This 
process is intended to reflect the increasing 
probability of rain with time since ignition. An 
adjustment of 90% was chosen because it gave reasonably 
good results when compared with observational data. 

iv) On the sixth and subsequent days, Iwn and Isn are set to 
zero, to prevent a fire from getting away in the model. 
In other words, all fires eventually stop growing (but 
are not extinguished) in response to rain. Six days 
were chosen because an average of five days elapsed 
between recorded precipitation during the summer in New 
Brunswick. 

T'he meteorological modeling is relatively crude after the 
second day. This is net considered critical for the following 
reasons. 

- Most of the air tanker activity will take place within the 
first two days. 

- Most fires that escape do so during the initial stages of the 
control operation. 

The emphasis of the model is on the initial attack phase of 
fire suppression. 

The remainder of the activity is included prirrarily for the sake 
of completeness with respect to seasonal totals. 

b) Daily change adjustment 

Having determined the afternoon values of the two index 
variables, it remains to gradually incorporate the change from 
one day to the next. In addition to not reflecting reality, it 
was found that a drastic discontinuity at midnight generated 
unrealistic fire behavior. The current procedure modifies the 
previous hours value by 1/16 of the difference between the two 
afternoon values cnce each hour until 1600. 
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The equations are: 

(54) Iwh = IWh_1 - [0.0625(Iwn - IWn+l)] and 

(55) Ish = ISh_1 - [0.0625(ISn - ISn+l)]' 

The effect of the daily change must be incorporated into the 
procedure for converting average data to initial conditions. 
This is done in two steps. First, the hourly component of the 
daily difference (Dh) is calculated: 

(56) 
Dh = 0.0625 CIwn - IWn+l) Iw > 1. n-

Then, the adjusted hourly percentage (Isa) is determined: 

(57) 
I I d C

l-Dh Nh) 
sah = s h Iw 

n 

Iw > 1 n-
Nh < 16 

where: Nh = total number of hours since the start 
of the interval. 

The daily change is incorporated by replacing Isd in Eq. 53 
with Isa. The limit Iw > 1 is incorporated in Eq. 56 for 
compatability with Eq. 57, where it is required. The limit Nh < 
16 is incorporated in Eq. 51, as the daily change adjustment is 
terminated at 1600 hours. 

D. Fuels 

No attempt was made to model the causal relationship between 
various fuel configurations and fire behavior, or ground 
suppression, or air tanker use. To do so would have been a 
hopelessly complex task. Rather, the available fuel information 
was used to stra~ify fires so that the response of various system 
variables was relatively uniform within each sample. There are 
three fuel classifications: the input data, the standard set, 
and a specific set for New Brunswick. Codes and descriptions for 
all three fuel classifications are given in Table 2. 
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Table 2 Fuel classifications 

A. Input Data 

Surface Fuels 

o Unknown 
1 Litter 
2 Duff 
3 Grass 
4 Brush 
5 Slash 
6 Snag 
7 Windfall 
8 Lichen or Moss 
9 Miscellaneous Known 

Principal Overs tory Species 

o Unknown 
1 Nonforest 
2 Swamp or Bog 
3 Grass or range 
4 More than 75% pure softwood 
5 50-75% pure softwood 
6 Mixtures with hardwood species common 
7 Pure softwood and pure hardwood types mixed 
8 Intermixed softwood and hardwood species 
9 Mixtures with softwood and hardwood species 

10 50-75% pure hardwood 

Size Class of Overstory 

o Unknown 
1 Slash 
2 Cutover - no slash 
3 Reproduction 
4 Young growth 
5 Pulpwood, po1etimber 
6 Sawtimber 
7 Merchantib1e and cutover 
8 Merchantib1e and young growth 
9 Cutover and young growth 
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Input Data Equivalents 

B. Standard Fuel Types NFU* NSP 

I Conifers 
2 Mixedwood 4, 5 
3 Hardwoods 6, 7, 8 
4 Spruce 9, 10 
5 Red pine 
6 Yellow pine 
7 Jack pine 
8 White pine 
9 Douglas fir 

10 Cedar, hemlock (western) 
11 True firs, larch, hemlock (eastern) 
12 Poplar 
13 Maple 
14 Birch 
15 Grass, moss 3 3 
16 Slash 5, 7 
17 Brush (eastern) 4 
18 Brush (western) 
19 Miscellaneous, unknown 0 
20 Nonforest 1, 2 

* Note that when one of the four fuel type codes was encountered, it overrode 
the species code. 

C. Fuel Types for Agency Specific Regression Analysis (New Brunswick) 

0 Unknown 
1 Litter 
2 Duff 
3 Grass 
4 Brush 
5 Softwood slash 
6 Snag 
7 Windfall 
8 Lichen and moss 
9 Miscellaneous known 

10 Mixedwood slash 
11 Hardwood slash 
12 Nonforest 
13 Overall (all fuels together) 

Input Data Equivalents 

NFU 

0 
1 
2 
3 
4 
5 
6, 

8 
9 
5 
5 

7 

NSP 

3 

4, 5 

6, 7 
8, 9, 10 
1 
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1) InEut Data 

The input data contains three fuel descriptors: 
overstcry species (Fsp), size class of overstory 
surface fuel description (Fu). 

2) Standard Set 

principal 
(Fz), and 

The species and fuel type codes were equated ~ith a standard 
set (Fg), which includes most of the principle cover types found 
in Canada. Model parameters were developed for each of the 
standard fuel types. The purpose of this two-step procedure is 
to increase the ease with which the model can be run in different 
regions. The user has only to equate fuel descriftors in any 
region with the standard set. NO changes have to be made to the 
model itself to reflect different fuel types. 

3) ~ew Brunswick Set 

There are three model components for which generally 
applica£le equations cannot be developed. They are: ground 
sUffression cost, damage, and mop-up time. To a significant 
extent, these functions are a reflection of uanagement policies, 
operational efficiency, and accounting practices of a specific 
agency. For this reason, each run of the model in a new region 
will require the development of agency specific equations for 
these three components. Since there is no requirement for a 
standard set of fuel types for these components, it was decided 
to select an agency specific set of fuel types (Fnb), such that 
predictive accuracy would be maximized, constrained by a minimum 
number of observations per fuel type. 

At this point, the discussion of the environmental component 
of the model is ccmflete. We now proceed to the first of the 
three central components of the system being analyzed - the fire. 



-49-

4. THE FIRE 

Most computerized fire management studies have three 
processes in common: the sirrulation of fire occurrence, behavior, 
and growth. These processes, in a sense, represent the demand 
for the particular fire management activity being analyzed. Ey 
modifying the level and nature of the activity, the impact of the 
fire processes (such as area burned) is also modified, normally 
in an inverse relationship. ~he latter represents s~stem output. 
By comparing system output with system input, superior or optimum 
strategies and tactics may be selected. In this section, we will 
discuss each of the three fire processes to which the fire 
management s~stem must respond. 

A. Fire Occurrence 

1) The OCcurrence Distribution 

Most fire management studies process a sample of fires. 
There are two basic procedures used to generate the sample: 
siiT.ula tion and collecting historical data from actual fires. 
Simulation is the mere general procedure in that it can be used 
to consider occurrence patterns that are possible but did not 
occur historically. Simulation can also be used to consider much 
longer time periods than is practical for historical data. 
Further, it can be used to analyze prevention effectiveness, 
where causes of fire occurrence are of paramount interest. 
Finally, it can significantly reduce the cost of data 
acquisition. 

Since occurrence distributions are normally generated from 
historical data, it is also reasonable to argue against adding 
unnecessary abstraction, as well as an extra step in the 
experimental process. If the historical sample is reasonably 
representative of most occurrence distributions, and if a rare 
occurrence pattern is not a significant part of the analysis 
(such as the flocd control planner's desire to consider the 100 
and 1,000 year flood), and if occurrence itself is not the 
primary topic of interest, the use of historical data is 
preferred. 

Thus, AIRPRO uses actual fire data to generate the occurrence 
distribution. Individual forest fire report data (obtained from 
the agency) is combined with weather data (obtained from the 
AtmospheriC Environment Service, DeO.E.) and spatial information 
(obtained from maps) to provide a sample of fires for the model 
to process. The procedures used to acquire, code, and process 
the information are covered in detail elsewhere (Simard et ale 
1972, 1973). 
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2) Data Editing and calibration 

Although the use of historical input data is closer to the 
real world than simulation, it ~oses certain ~roblems. There may 
be ancmalies in the data which require some form of adjustment. 
In addition, the data may not be relevant to current conditions 
if significant time has elapsed since its acquisition. 
Procedures for solving these problems are incorporated in the 
model. 

First, minimum values are required for rates of growth 
to prevent illogical results and com~utational difficulties. 
Thus, rate of free-burning perimeter growth (Pgf) and perimeter 
growth during suppression (Pgs) are set to a minimum of 5 ft./hr. 
Similarly, minimum rates are required for the rate of line 
construction (Lc ~ 30 ft./hr.) and rate of mop-up (10.0 > Mu > 
0.01 ac./hr.). Even when extrapolated over 24 hours, the 
preceding m~n~murns did not generally alter the outcome of 
individual fires by significant amounts. 

Second, the model uses both a free-burning and suppression 
growth rate observation. This is necessary because the model 
cannot simulate reality with acceptable accuracy when there are 
discre~ancies between the two cbservations, if cnIy one is used. 
The use of both growth rates proved adequate in most cases. In 
cases where the discre~ancies are particularly large, however, an 
adjustment to the data is necessary to permit the model to 
generate acceptably accurate results. The simulataneous 
occurrence of three conditicns require an adjustment to the data. 

The conditions are: 

- Lc/Fgs > 3.0, 

- Pgs/Pgf > 5.0 or Lc/Pgs < 1.1, and 

- observed fire area < 30 acres. 

When all of the preceding applied to a particular fire, it 
indicated that the observed Pgs was too large, relative to both 
Pgf and Lc, resulting in excessive Simulated area burned. lhis 
could be the result of an erroneous time or fire size estimate at 
the start cf su~pression. In such cases, Pgs was equated ~ith 
Pgf/2. In addition, if Pgs < 25 and Lc > 5,000, Lc was set to 
500, in order to prevent difficulties arising from the first 
adjustment. These adjustments affected about one percent of all 
fires in the sample. 

Third, the fire 
growth. During the 
increasing ~ercentage 

growth model requires free-burning rate of 
control interval, however, a gradually 
of the perimeter is being controlled, and 



thus no longer expanding. 
growth rate will decrease as 
in environmental conditions, 
does not change. 
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Therefore, the observed perimeter 
control progresses. Barring changes 
however, free-burning growth rate 

From the preceding argument, it is clear that Pgs must be 
modified to render it conceptually equivalent to Pgf. If it is 
assumed that control proceeds at a uniform rate and that every 
portion of the perimeter is spreading at the same rate, the 
observed average Pgs will equal Pgf/2. The reasoning is as 
follows: at the start of suppression, Pgs = Pgf; and when the 
fire is controlled, Pgs = O. Therefore, Pgs = Pgf/2. While the 
first assumption is reasonable, the second is somewhat 
simplistic. Clearly, the majority of spread comes from the head 
and that is the portion of the fire attacked first. In the 
model, however, Pgs is converted to separate spread rates for the 
head, flanks, and rear of the fire, thereby accounting for the 
nonuniformity of spread along the perimeter. In the present 
context, therefore: 

(58) Pgs I = 2 Pgs 

is a reasonatle procedure to conceptually equate Pgs with Pgf. 

Finally, in order to make the observed data applicable to a 
uniform time period, an array of six calibration coefficients 
(Ca) is included in the model: 1) travel and dispatch time, 2) 
fire perimeter at detection, 3) rate of line construction, 4) 
rate of mop-up, 5) ground costs and losses, and 6) air tanker 
costs. Differences between averages obtained from the input data 
and averages obtained from current information can be reconciled 
by using the ratiO of the two as the calibration coefficient. 
This procedure also applies to differences within the data itself 
(i.e., 1960·s fire data and 1910's air tanker cost data). The 
model multiplies each variable by the appropriate calibration 
coefficient. For example: 

(59) 

Equipment loss (De) and nonforest damage (Dn), are multiplied 
by the ratic Ca2/Ca3 (perimeter adjustment/line construction 
adjustment) • The reasoning is as follows. As will be explained 
subsequently, relative changes to De and Dn are related to 
relative changes in fire size. Since a smaller size at detection 
as well as an increased rate of line construction toth result in 
a smaller final fire size, both calibration coefficients have to 
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be considered to adjust historical values of ~e and Dn to current 
conditions. 

B. fire Behavior 

has been acquired, the potential 
determined. while there are several 

only two are required in the model: 

Once data for a fire 
behavior of the fire must be 
descri~tors of fire behavior, 
rate of spread and intensity. 
the manner in which various 
modeled. 

In this section, we will discuss 
aspects of spread and intensity are 

1) Theoretical Forward Rate of Spread 

The primary role of the theoretical forward rate of spread 
(Fst) is to relate the diurnal weather cycle to observed rates of 
spread. Fst incorporates the nonlinearity between relative 
hourly changes to index values and spread rates. 1he basic 
equation for calculating Fst was given by Van Wagner (1973): 

(60) I c4 
Fst = c c Is (2.) 

2 3 40 

where: c = fuel type constant and 
Ia = ADMC. 

Van Wagner listed values of c 
data were available. Values 
(FP2,a,.) were ottained by 

for seven fuel categcries for which 
for all 20 standard fuel types 

subjective extrapolation of Van 
Wagner' s data. 

When Eq. 60 was combined with the diurnal cycle, the 
simulated daily variation became far larger than what was noted 
in the data. In an effort to balance the two processes, a linear 
form of Van ~agner's equation was developed to reduce the effect 
of diurnal changes to Is: 

(61 ) Fst = FP
1 

FP 2 Is. 

When combined, Eqs. 51 and 61 produce a diurnal spread effect 
which matches observed data reasonably well. It was found that 
Fst, as calculated in Eq. 61, required calibration to bring the 
average value into line with the average observed forward rate of 
spread. whether or not this resulted from the use of Eq. 61 
rather than Eq. 60 was not determined. Since the model responds 
to relative, rather than absolute values of Est, a detailed 
analysis of this point was not considered necessary. 
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The calibration procedure simply multiplies Fst by 
adjustment coefficient (Cs). The value 8.15 minimizes 
difference between the observed and theoretical means for 
fuel types other than grass, where a value of 2.5 is used. 
addition, for grass fuels where Is S 5, a variant of Eq. 60, 
combined with the diurnal cycle, was found to yield results 
matched observational data reasonably well: 

(62) 

2) 

2 
Fst = 1. 6 cs Is . 

Theoretical Intensity 

an 
the 
all 
!n 

when 
that 

As with Fst, the theoretical fire intensity (It) is used to 
relate diurnal index variaticn to changes in fire behavior. In 
addition, since there are no cbservational data on fire 
intensity, the theoretical value is also used to modify ground 
and air tanker suppression effectiveness. The follOWing sequence 
is used to calculate theoretical fire intensity: 

(63) x = .ill (Iw) L 546 

x = Iw 

Iw > 1, 

Iw 2 1, and 

(64) It = 2.686 eX. 

Equations 63 and 64 represent basic relationships found in 
the Canadian Forest Fire Weather Index (Van Wagner 1914). These 
equations estimate fire intensity, based on weather variables 
alone. Clearly, this is an oversimplification. Intensity is 
also related to the available quantity and spatial arrangement of 
the fuel being consumed. Thus, an effort has been made to 
incorporate fuels into the intensity calculation. It was 
reasoned that as fire intenSity increases, the difficulty of 
control also increases. All things being equal, as difficulty of 
control increases, area burned increases correspondingly. 
Therefore, relative area burned for each fuel type should be 
related to relative fire intensity for each type. 

To obtain relative area burned by fuel type, data for 45,000 
fires from across Canada were processed. 5 Large fires (over 
25,000 acres) were removed from the sample, as they biased the 
results in two ways. 

5 

- Most large fires ~ere classified as mixedwood, as they 
burned over many fuel types. 

Unpublished 
Institute. 

work on file at the Forest Fire Researcr. 
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- Many species do not cover extensive areas. 

Average area burned by fuel type within each province was 
converted to a relative value to render the data comparable 
between frovinces. A weighted average of the provincial relative 
values was o~tained for all of Canada. The average relative 
areas ~urned were used as the fuel type intensity coefficient 
(FP1). These were multiflied by It, obtained from Eq. 64. 

In addition tc relative differences tetween fuel types, 
intensity must also ~e related to the quantity of fuel available 
for ccnsumption. Regardless of the degree of drought (hence, 
potential intensity), grass or hardwood litter cannot generate 
the same intensity as logging slash or a fully developed crown 
fire in a stand of salNtimber. 

Using data presented by Swanson and Helvig (1973) as a 
starting pOint, subjective limits on the maximum possible 
intensity were derived for each fuel type. In general, softwood 
timter '-:;tands and logging slash were set to 50,000 BTU/ft. /sec., 
with other types (grass, brush, hardwoods, etc.) set to lower 
values. Immature stands were treated as brush. Grass and 
hardwood stands were adjusted upwards for spring conditions. The 
resulting values were used as the fuel tyfe intensity limit 
pararr-eter (Fp6) such that It < FP6. 

As a final check of the preceding calculations, as well as 
the calibration to be discussed under fire growth, the 
distribution of simulated head fire intensities was compared with 
the eXfected distribution of fire intensities (for fire days 
only) in New Brunswick. The results are shown in Fig. 4. As can 
be seen, there is a significant bias when the uncalibrated 
distritution is compared with the expected (Curves 1 and 2). To 
correct the bias, the equation: 

(65) ci = 2.5 - 0.03 /It 

is used to calculate an adjustment factor (ci). 
multiplied by It, the resulting distribution (Curve 
matches the expected distritution. 

when ci is 
3) closely 
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3) Converting Averages to Initial Values 

lwice during a fire's history, the observed average rate of 
spread is converted to an initial value. The first conversion 
occurs at the start of the fire. The expected duration of free­
burning growth (Ti) is o~tained by: 

(66) T.i = Tds + Tt + Ta 

where: Tds = disratch time, 
Tt = travel time, and 
Ta = attack time. 

If li ~ 2, the required adjustment (ai) is obtained from Eq. 
53, by using the value of Ti, obtained from Eq. 66. The observed 
average is multirlied by ai to obtain the initial value: 

(67) Pgf. = ai Pgf. 
1 

No adjustment is made fer free-burning intervals of less than two 
hours. 

lhe same frocedure is used when a crew arrives. The observed 
sUfpression growth rate (Pgs) is substituted for Pgf. Estimating 
the expected time to control is somewhat more involved than was 
the case fer the free-burning period. In cases where Pgs/2 < Lc 
(most fires) the afrroximation: 

(68) Ps 
Tee = ----

u; - (~) 
2 

where: lce = estimated time to control and 
Ps = perimeter at the start of suppression, 

yields a reasonable estimate of the expected centrel time. 

Essentially, Eq. 68 uses the difference between the growth 
and sUfpression rates to calculate effective sUPfression rate, 
and hence the estimated time to control (Tce). Note that, as 
mentioned previously, the o~served Pgs has been doubled, hence 
the use of Pgs/2 to represent effective rather than free-burning 
growth. When Pgs/2 > Lc, Tce would be negative, while at Pgs/2 = 
Lc, lce would be undefined. Thus, a aifferent ferm of equation 
is required. The relaticnshif: 

(69) Tce = 5.0 Ps 
Lc 
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was found to yield an estimated time to control which matched 
observed results reasonably well. Finally, if the observed fire 
area exceeded 40 acres, the equation: 

(70) Pco Tce =-­
Lc 

where: Pce = observed fire perimeter at control, 

was used to estimate Tce. 

It was found that in the case of large fires, the observed 
final ~erimeter was required to obtain a reasonable estimate of 
Tce. Note, hO\>.lever, that 'I'ce is only used to determine the 
average-to-initial adjustment for rate of spread. Since the 
maximum length of time considered in the adjustment is 24 hours, 
and since most large tires burn over longer ~eiods, estimates of 
Tce are not critical to the overall process. 'Iherefore, the 
decisien \>.las made to adopt the simplest estimation "~rocedure 
possible. 

A final adjustment for nighttime conditions was included \>.lhen 
fires less than 40 acres ~re involved. If suppression started 
during the day but extended past sunset, the equation: 

(71) Hn = min(Tce - E4 , E3 - E4) 

\>.las used to estimate hours of nighttime su~pression (Hn). If 
suppression began in the dark, the relationship: 

(72) Hn = min(Tce, E3 - E1 ) 

was used. Since the model assumes a nighttime su~pression rate 
of one-half the daytime rate, En was simply added to Tee to 
account for the increased suppression time required, resulting 
from the reduced nighttime suppressicn rate. Whenever Tce > 1.5, 
a value for ai was calculated, using Eq. 53, and applied to the 
perimeter growth rate, using Eq. 67. 

4) Hourly Adjustments 

The procedure for making hourly adjustments is relatively 
simple. Old-to-new s~read and intensity ratics (RO) are 
calculated. Spread and intensity for each flank during the 
previous hour are then divided by Ro to obtain values tor the 
current hour: 

(73) Ro 
1 

Fst h - 1 = Fst h 



(74) 

(75) 

(76) 

where: 

Ag f h-l , 

I f,h-l 
R02 

Ag 
I 
f 
h 

= 
= 
= 
= 
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rate of spread, 
fire intensity, 
flank, and 
hour. 

In addition, the current-to-initial forward rate of spread ratio 
(Ri) is also determined: 

(77) 

5) 

Fst h Ri = Fst. 
1 

Large Fire Growth Rate Pulse 

A final adjustment was found to be required at the start of 
those fires where the observed final area burned exceeded 40 
acres and LclPgs < 1.1. Without the adjustment, the simulated 
area turned was consistently low. The reason for this is readily 
understandable. Many large fires spread very quickly for a few 
hours and then settle down to more moderate growth rates. During 
the initial phase, the actual fire is not controlled by initial 
attack forces, resulting in a subsequent influx of additional men 
and equipment. If average rates cf growth and suppression are 
applied at the start of suppression in such situations, the model 
controls the f~re much more effectively than was the case in real 
life. Thus, the simulation must consider growth as a dynamiC 
rather than a static process (in addition to the diurnal cycle). 
If, in fact, actual growth and suppression rat~s for each hour 
were available, this dynamic behavior (i.e., escaped fires) would 
probably be handled quite well by the model. Modifications are 
required primarily £ecause cnly average data are available. 

Fire growth for large fires was modified with a pulse. The 
philosophy is much the same as for the conversion of average-to-
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initial values. The initial growth rate is increased 
significantly and then gradually decreased so that the total 
simulated growth over the life of the fire is approximately equal 
to the observed total growth. In order that the simulated area 
at the start of suppression be related to the o~served area at 
the same time, the pulse is only applied when the first ground 
forces arrive at the fire. The strength of the pulse is 
determined with the following equations: 

(78) 

(79) 

Lc 
Pi = 4.0 (1.25 - Pgs) 

Lc 
< 1. 1 Pgs 

where: Pi = 
q = 

En = 
Tsc = 

q > 0 

relative pulse increment, 
current multiplying factor for growth rate, 
time of next event, and 
time suppression started. 

Note that Eq. 79 contains two tasic terms. The first 
accounts for the magnitude of the pulse required. The second 
reduces the value of q on the basis of the total pulse previously 
applied. The behavior of q for various LclPgs ratios is 
illustrated in Fig_ 5. Ratios of Lc/Pgs less than 0.5 were not 
encountered in the data. (Recall again that Pgs' is twice Pgs to 
make it comfatitle with Pgf.) Thus, Pgs never exceeded Lc, a 
necessary condition for control to be achieved in the model. 

As Lc decreases relative to Pgs, the strength of the pulse 
required to frevent the model from ccntrclling the fire too soon 
increases. Note that for ratios of Lc/Pgs less than 1.0, the 
integrated value of q exceeds the area bounded by the average 
growth rate over the suppression interval. It was found, 
however, that the relationships in Eqs. 78 and 79, when combined 
with an initial sUffression delay, matched the observed data 
fairly well. 
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Figure 5. Fire growth multiplier as a function of relative 
suppression time 
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It has been pOinted out that observed free-burning and 
suppression growth rates (Pgf and Pgs, respectively) are both 
used in the model. As will be discussed, these variables are 
used to relate It to I at the time of detection and the time of 
the start of suppression. There are often significant 
discrefancies between Pgf and Pgs. There is no information on 
which to base a conclusion that either observation is more 
accurate than the other. It was, therefore, decided that a 
weighted average ct the tree-burning and suppression intensities 
would re superior to either one alone. The procedure for 
obtaining the weighted average intensity is as follows. 

First, the proportion of the total elapsed time between 
detection and control during which free-burning growth took place 
(p) is calculated: 

(80) 
Tso 

P = Tso + Teo 
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Tso = elapsed time to the start of 
sUf:f:ression and 

Tco = elapsed control time. 

Then, the weighted average theoretical-to-observed spread ratio 
(Ra) is calculated: 

(81) Ra = p Rf + (l-p) Rs 

where: Rf = free-burning theoretical-to-observed 
spread ratio and 

Rs = sUf:f:ression theoretical-to-observed 
spread ratio. 

The calculation of Rf and Rs will be discussed subsequently.6 

This is followed by the ratio of the average to the original 
ratio (Rx): 

(82) Rx = :~ . 

Finally, average flank intensity (Ix) is calculated by 
multif:lying the initial flank intensity by Rx: 

(83) lax = Rx If lax < 1m. 

Average intensity is used for determining air tanker drop 
effectiveness. 

To this point, we have a fire as 
behavicr f:arameters of interest: spread 
remains only to put these variables into 
the heart of the fire comf:onent. 

c. FIRE GROWTH 

well as the two basic 
and intensity. It 

a fire growth model -

Given the relative imfortance of the fire frocess, it is not 
surprising that there are numerous fire growth models currently 
in existence. They are generally of two basic tYf:es. One type 
considers the entire perimeter as a unit. The advantages of this 
tYf:e are processing efficiency and ncminal site-specific data 
requirements. The disadvantage is an assumf:tion of constant 
conditions over the entire fire area. These models are, 
therefore, subject to significant error when highly variable site 
conditions are encountered. 

6 See Eq. 100. 
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A variety of fire shapes have been used in unified models: 
triangular (Newburger 1966), elliptical (Van Wagner 1969), double 
elliptical (Anderson 1973, in Albini 1976), and lemniscate (Stade 
1966). Only Newburger's model considers the head of the fire 
separately from the remainder of the perimeter. Anderson's and 
Stade's models vary the length-to-width ratio of the fire in 
response to ~ind speed. 

The second type of model can be classed as segmented. This 
type has the advantage of relatively good accuracy on individual 
fires even with highly variable site conditions. The segmented 
model can have the disadvantage of requiring considerable 
computation time as well as large amounts of site specific 
information. The ultimate segmented model is the cell growth 
type developed by Kourtz and O'Regan (1971). Every cell (unit 
area) encountered by the fire is processed individually, 
necessitating site specific data for every cell. Such a model 
has the greatest potential accuracy. 

Recently, attempts have been made to reduce tte considerable 
logistic and computational difficulties associated with a cell 
growth model by conSidering only a sample of pOints along the 
perimeter (Sanderlin and Sunderson 1975). The point spread 
approach represents a compromise between the simple unitized 
models and the cell growth type. The number of pOints processed 
can vary, with between 8 and 32 commonly employed for small 
fires, with more pOints as fire size increases. 

The limited data available (individual fire reports) and a 
required capability of processing thousands of fires many times 
each, dictated that a simple fire growth model be used. If the 
model were to be applied to individual fires as part of the 
dispatching process, the development of a more accurate site­
specific model would be justifiable. 

The fire growth model has three basic characteristics. 

- The fire has an elliptical shape for simplicity, 
combined with a reasonable representation of empirical 
observations. 

- The length-to-width ratio varies with wind speed. This 
is a significant factor in that although rate of spread 
increases with wind speed, the relative effectiveness of 
controlli~g only the head increases proportionally. In 
addition, the head-to-perimeter ratio decreases with 
increasing wind speed. If topcgraphic information were 
available, its effect on rate of spread and fire shape 
could be easily incorporated into the model. 
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- The fire perimeter is divided into fcur components 
(head, two flanks, and rear) each of which is frocessed 
separately. This was considered essential as the highly 
flexible nature of air tanker 0ferations requires that 
the model fermit attacking individual flanks separately, 
as is done in the field. In a sense, the model used 
here refresents the most basic point growth approach 
(four points), combined with a paratolic connection 
between points. 

In this sectien we will discuss four aSfects of fire growth: 
the shape of the fire, the initial Size and growth rate, fire 
growth, and final fire size. 

1) Fire Shape 

The tasie shafe assumed by the model is an ellipse with the 
length-to-width ratio related to wind speed. Using previously 
puclished data (Simard 1969), an emfirical function relating the 
width-to-Iength ratio (Rw) to the wind speed (W) for an 
elliptical shape was derived: 

1 • 2 
(84) Rw = e(-O.0287 W ) + O.000312sW. 

The abcve general function includes a term fer wind direction 
variability, which is estimated by the standard deviation of the 
wind direction (sW). Lacking individual data en this term, a 
value of 100 was used for all fires. Fig. 6 shows Rw and its 
inverse (RI). 

The next stef involves determining the slOfe cf the tangent 
at the fOint of intersection of the head and flank (s). For 
this, it is necessary to define the fOint of intersection. Three 
fossible definitions were examined. Two had a tangent at the 
fOint of intersection with a fixed angle relative to the 
horizontal axis (450 and 60 0 ), while the third was defined suct 
that s = Rl. 
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Relationship between the length-to-width ratio 
of a fire and wind speed 
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With an intersection of 45 0 , the head would constitute 25% of 
the perimeter at a wind s~eed of zero. Since the shape is a 
simple circle in the absence of wind, and since all four flanks 
are equal, each flank should constitute 25~ of the perimeter when 
RI=l. Unfortunately, at wind speeds greater than zero, the 
intersection defined by s=l reduced the percentage of head much 
more quickly than appeared reasonable. The head was only 10% of 
the perimeter at Rl = 2. While the 60 0 point of intersection (s 
= ./3") had 19% of the fire classed as head at RI = 2, it had 33~ 
head at RI = 1, clearly an illogical result. When the pOint of 
intersection was defined such that s = Rl, it had the desirable 
property of 25% head at Rl = 1 as well as an acceptable head of 
20% at RI = 20 'rhus, s = RI was chosen as the pOint of 
intersection of the head and flank. 
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sequence of equations is used to determine the 
the head and flank for a standard ellipse. 

is given in Appendix 2, along with 

The x and y coordinates of the intersection ~cint for a tire 
with a semi-major axis of 1 (the standard ellipse) are calculated 
with: 

(85) Z = J Rl 
2 
+ s 2 , 

(86) ix 
s and = Rl Z 

, 

iy 
Rt . = T (87) 

The relative length of head (Ab) is given by: 

(88) £ = .!..::lL , 
ix 

2 

(89) g = /1 + 4£2ix 2 , and 

(90) 1 Ah = ix g + 2f In (2£ ix + g). 

The relative length cf cne flank (Af) is determined by: 

£ 1 ix = Rl -(91) 

iy 2 

(92) g = 11 + 4£2iy2 , and 

(93) A£ = iy g + 
1 In(2£ iy + g) . 

2£ 

Finally, the total ~erimeter (Px) for the standard ellipse is: 
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( 94) Px = 2(Ah + Af). 

Two additional variables are necessary tc complete the 
standard elli~se. They relate rear and flank s~read to the 
forward rate of spread. Using the wind function found in the lSI 
(Van Wagner 1974), the ratio of the no wind spread to spread with 
wind was plotted as a function of wind speed in Fig. 7. Since 
the no wind spread is equivalent to the rear rate of spread, 
curve Rr shown in Fig. 7 denotes the rear/forward spread ratio as 
a function of wind speed. If sW = 0 0 , flank spread would equal 
the rear s~read. Since an average of sW = 10 0 is used in the 
model, the flank spread ratio (Rfl) is slightly greater than Rr. 
The following two equations were derived from the data ~lotted in 
Fig. 7: 

( 95) Rr = e(-O.075W) and 

(96) Rft = Rr + O.000167(W sW). 

If slope and its direction were available, as well as the 
directicn of the ~ind, it would be possible tc incorporate 
topography into the various spread ratios with relatively little 
difficulty_ 

2) Initial Size and Growth Rates 

At this FOint, we have a standard ellipse, given the observed 
wind s~eed. The model now relates the standard ellipse to the 
fire and calculates initial size and growth rates for the fire 
and for each flank. 

a) The fire 

First, the model calculates the perimeter growth-to­
forward rate of spread ratio (Rp): 

(97) Rp = Px (1; Rr). 

The derivation of Eq. 97 is given in A~pendix 2. 
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Figure 7. Rear and flank relative rates of sfread as a 
function of wind speed 
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The model can now determine either forward rate of spreaa 
(Fs) given rate of ferimeter growth (Pgs) or Fgf given Fs, 
depending on which observation is available: 

(98) 

(99) 

Sf = E..£i and Rp 

Pgf = Sf . 
Rp 
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At this point, the theoretical spread (Fst) is linked to the 
observed value through a spread ratio (Rf): 

(100) Sf . 
Rf = Fst 

Whenever Fst changes, a corresponding change is aFplied to Fs by 
using Ff. In addition, an observed head fire intensity is 
estimated by multiplying the theoretical intensity by Rf on the 
premise that spread and intensity are directly proportional: 

(101 ) II = It Rf ei. 

At the start of sUPFression, Pgs is substituted for Pgf in Eqs. 
98 and 99. A suppression spread ratio (Rs) is then calculated 
and substituted for Rf in subsequent computations. 

The rear and flank rates of spread are determined next: 

( 102) Sr = Sf Rr and 

( 103) Sf = Sf Rff. 

Two additional variables will be needed to determine growth 
rates for the various flanks: the rate of growth of the semi­
major axis for the fire (Gm), and the rate of forward movement of 
the center of the ellipse (Fc): 

(104) 

( 105) 

G m = S f ~ S rand 

Fe = Sf - Sr· 
2 

Finally, the area and perimeter of the fire have.to be 
related (only one need be supplied the model calculates 
whichever is missing). An empirical relationship between the 
area and perimeter of an ellipse was developed, based on data 
presented by Simard (1969): 

(106) ap = 620.3 + 96.11 Rf 

ap = 694.2 + 45.65 Rf 

Rf > 1.5 and 

Rf < 1.5. 
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The relationship between ap and Rl can be seen in Fig. 8. 

Area and perimeter can now te related: 

( 107) 

(108) 

P = ap /A or 

where: P = fire ~erimeter (ft.) and 
A = fire area (acres). 

The rate of area growth (Ga) is given by: 

( 109) 

b) 

Ga = Pgf P. 
2 ap 

The flanks 

The model now has sufficient informaticn to calculate the 
length and growth rate for each flank. It begins with flank 
intensity, which is related to intensity at the head through the 
relat~ve spread ratio: 

(110) If = I RfL 
1 

To calculate intensity at the rear, Rfl in Eq. 110 is replaced 
with Rr. 

Four variables are calculated for each arc cf the ellipse 
(fire flank): arc length, arc-tc-chord ratic, initial arc growth 
rate, and chord growth rate. The model begins by calculating the 
ratio ~e) between the perimeter of the fire and the perimeter of 
the standard elli~se: 

( 111) Re = 1:... 
Px 

The length of the head (All) is given by: 

( 112) Ai 1 = Ah Re. 
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Figure 8. Fire area to perimeter relationship 
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Similarly, the flank (AI 2 ) is given by: 

( 113) Al2 = Af Re. 

The rear (AI.) is equated to the head (All)' and Al3 is 
equated to A1 2 • The head arc-to-chord ratio (RC l ) is calculated 
with: 

( 114) Rc 
1 

Ah = 2ix 

Similarly, the flank arc-to-chord ratio (RC 2 ) is given by: 



( 115) Re 
2 

-71-

As was the case for arc length, Rc .. is equated to RCI , and RCa is 
equated to RCz • 

The model also calculates growth rates for each chord. These 
rates are simple combinations of forward, flank, ana rear rates 
of spread. The ends of the head and rear choras expand 
laterally, at the same rate, in opposite airections. A separate 
growth rate is determine a for each end of each chord. Recall 
that, for the standara elli~se, ix is the distance from the 
center axis to the ends of the head and rear chord, and that 
lengths in the standard ellipse are proportional to rates of 
growth in the fire ellifse. Thus, the lateral rates of growth of 
the head and rear chords (Gl) are given by: 

( 116) Gt = ix Gm. 

The ends of the flank chords expand in a forward and rearward 
directicn at different rates. The distance from the center axis 
to the ends of the flank chord is given by iy, while the forward 
movement of the center axis is defined by Fc. Thus, the forward 
rate of growth of the flank chord (Gf) is given by: 

( 117) Gf = (iy Gm) + Fe. 

The rearward rate cf growth of the flank chord (Gr) is given by: 

( 118) Gr = (iy Gm) - Fe. 

In the case of Eq. 118, when iy is unusually small and Fc 
approaches Gm in magnitude, it is possible the Gr could be 
negative, implying that the forward movement of the center of the 
ellipse is greater than the rearward growth of the chord. Since 
negative or very small growth rates caused computational 
difficulties in subsequent calculations, Eqs. 117 and 118 were 
replaced when Gr < 0.1 by: 

(119) z = 2 iy Gm, 

( 120) G f = . 8 6 7 z, and 
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(121 ) Gr = .133 z. 

Essentially Egs. 119-121 simply allocate the growth of the major 
axis on the basis of 87~ to the head and 13~ to the rear. These 
equations were only required in a few instances. 

Finally, the initial rate of growth of the arc (Agi) is 
required in subsequent calculations. Arc growth is proportional 
to the chord growth rate and the arc-to-chord ratio. Thus, for 
the head and rear arcs, the initial growth rate is: 

(122) 

while tor the flanks it is: 

( 123) 

The fire is new initialized. We have calculated the overall 
size and growth rate. In addition, we have calculated the length 
and growth rate for each flank of tbe fire. We now proceed to 
fire growth. 

3) Fire Growth 

a) Free-burning growth 

In the first step, the length of free-burning arc (Ab) is 
calculated by subtracting'the length which has been controlled 
from the total arc length: 

(124) 

where: Pca = perimeter controlled by air tankers, 
Pcg = perimeter controlled by ground forces, 

f = flank, and 
j,k = direction of attack and 0FPosite 

direction (interchangeable in Eq. 124) • 

If Ab < 0.1, the arc is considered controlled and the next arc is 
processed. If Ab ~ 0.1, the arc is allowed to grow: 

(125) , Ab f 
Al f = Alf + Agf CAlf) Ti q. 
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Thus, the growth of an arc during any period is proportional to: 
the arc growth ratE (Ag); the ratio of the free-burning-to-total­
arc length (which is always 1 during free-burning growth); the 
length of the time interval (Ti); and the growth pulse (q). NotE 
that for all small fires, q = 1. 

Recalling Eqs. 122 and 123, note that Ag is nct dependent on 
either Ti or AI. ~he value is updatEd hourly in response to the 
diurnal cycle (see Eq. 75). Equations 124 and 125 constitute thE 
free-burning growth sequence. In anticipation of the start of 
suppression, one additicnal equation is required tc keep track of 
thE current chord length for Each arc. A simple proportion is 
all that is required: 

Al 
(126) Cl = --.i.. 

f Ref 

b) The start cf suppression 

When thE fire growth sequence receives an indication that 
either ground or air suppression is starting, some adjustments 
are made. In thE model, suppression is always assumed to start 
at one of the four intersections between arcs. Since the current 
model does not consider fires burning around the end of a line, 
growth is assumed to stop at the pOint of intersection where 
suppression begins. Thus, assuming a start at a head/flank 
intersEction, Gf and Gl associatEd with that point are set to 
zero. Further, a different form of growth model will now be 
employed, in which tt.e chord length is the primary variable. 
Thus, the horizontal components of each chord (Ch) are 
initialized by equating them with the current chord length (Cl). 
At this time the vertical chord components (Cv) are set to zero. 

Referring to Fig. 9, assume that suppression starts at the 
intersection between arc l and arc3. Gl associated with the left 
side of arc, and Gf associated with arc3 are both set to zero. 
Chi is equated to Cl, and Ch3 is equated to C13 • 

Finally, the growth rate for the arc must be modified. ~hen 
one or both ends of an arc are controlled, Rc nc longer remains 
constant. For example, arc lengths at t+l under conditiOns Band 
C (ends controlled) in Fig. 10 are both longer than A (free­
burning growth). In addition, the chords at t+l for Band Care 
both shorter than the chord in A. Thus, under the assumptions of 
the model, arc growth rates change when an end is controlled. 
The logic of this behavior can be verified with the followin9 
explanation. In Fig. lOB, the right-hand side of the arc is seen 
to be the same as the right-hand side under free-burning 
conditions (A). This is as it should be, because the right-hand 
side is burning freely. The left-hand side of the arc in B is 
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stretched out, since it must reach from the pOint of control to 
the pOint where the free-burning arc would be. Note also that 
although the arc is longer in B than in A, the area burned is 
less in B than A. The argument obviously also applies to C (both 
ends ccntrolled). 

Figure 9. Fire growth variables 
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Clearly, in the real world, one cannot think in terms of 
holding cnly one end of a flank and allowing the remainder to 
burn freely. If, however, we think in terms of a suppression 
operation proceeding from left to right in Fig. lOB, coupled with 
very short time increments, we have, in effect, many pOints of 
control. The overall effect of a suppression operation over time 
will thus be very much as shown in Figs. lOB and 10C. The one 
real-world exception is the case where the arc adjacent to the 
one being controlled burns a.round the start of the control line. 
In the ground suppression component of the model, this problem is 
solved by splitting the suppression crew and having the two 
components work in both directions from the starting pOint. This 
problem is net addressed with respect to the air tanker component 
in the current version of the model, primarily due to the 
complexity involved. A solution may be added prior to subsequent 
applications. 

The equation for modifying the arc growth rate (Ag) at the 
start of suppression is: 

(121) 

where: Gc = chord growth rate, 
f = flank of attack, 
a = adjacent arc, 
d = direction of attack, and 
o = opposite direction. 

Prior to executing Eq. 121, the model equates Gc with Gf, GI, 
or Gr, as appropriate. In essence, Eq. 121 subtracts the growth 
rate for the chord of the arc of attack in the opposite direction 
to which suppression is taking place and adds the growth rate for 
the chord for the adjacent arc in the same direction as 
suppression. In the example shown in Fig. 11, Gl is subtracted 
from Gf and the difference added to Ag. The reasoning is that at 
all times there is both a horizontal and vertical component to 
the fire growth vector at any pOint on the perimeter. During 
free-burning growth, only the horizontal component need be 
considered for each arc, as the vertical component is accounted 
for by the growth of the adjacent arcs. When the horizontal 
component of the arc adjacent to the arc being attacked is set to 
zero, that growth component must be added to the arc being 
considered. All of the remaining terms in Eq. 121 are for the 
purpose of making chord growth rates proportional to current 
conditions on the arc. 
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- The current-to-initial spread ratio (Ri) adjusts initial 
values of Gc te current conditions. With the use of Ri, only 
one variable has to be updated each hour rather than eight, 
as would be the case if Gc were updated directly. 

- Rc relates linear chord growth to the arc growth rate. 

- The ratio Al/Ab is the inverse of the ratio found in Eq. 125 
ano is inserted here for compatibility. 

At the start of suppression, the growth rate for the arc 
adjacent to the one under consideration must also te adjusted. A 
modification of Eq. 127 is used: 

(128) Ag' = Ag + Ri (Gc f - Gc d) Rc . a a ,0 a, a 

In this case, the growth rate for the adjacent chord in the 
same direction as suppression is subtracted from the growth rate 
for the chord in the opposite direction to suppression, and the 
difference added to the adjacent arc growth rate. In Fig. 11, 
for arc3 at the start of suppression, Gf is subtracted from Gl. 
Note that in this case, Ag3 will be reduced. Finally, the term 
Al/Ab is not necessary in Eq. 128 Since, at the start of 
sUfpression, the ratio always equals 1. 

Clearly, the adjustments calculated in Eqs. 127 and 128 are 
correct only at the time when suppression starts on an arc. As 
the crews move along the perimeter, the relative difference 
between the two growth variables at various pOints will change. 
It was found, ho~ever, that the Single adjustment tor each arc 
resulted in a quite acceptatle and reasonable progression of fire 
growth rates during the course of suppression. It was, 
therefore, decided that the further comflication of a dynamic 
adjustwent was not ~arranted. 

c) Growth during suppression 

As might be inferred frcm the preceding discussion, there are 
two arc growth sequences during suppression, one for one end 
controlled, and one for both ends controlled. In toth cases, the 
growth of the arc is calculated with Eq. 125, where growth is 
proportional to previous growth and the relative amount of tree­
burning perimeter. The only change from the free-burning 
ccndi tien is that At/AI < 1. 
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Figure 11. Arc grcwth adjustment for the start of suppression 

SUfpression growth is only concerned with calculating chord 
length and the arc-to-chord ratio. In the case of both ends 
controlled, only Rc need be calculated, since the chord length is 
fixed: 

( 129) 

The case of one end controlled is somewhat more involved. 
First, the horizontal and vertical components of chord growth at 
the free end must ~e calculated: 

( 130) Ch~ = Chf + Ti Ri GCf,d q and 

( 131) CV
f
' = CV

f 
+ Ti Ri Gc q. a,o 

The vertical compcnent calculated in Eq. 131 is obtained 
the chord growth ccmponent from the arc adjacent to the free 
and 0fposite to the direction of sUfpression. Chord length 
is then calculated: 

from 
end 

(el) 
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( 132) Cl = yfCh 2 + Cv 2 
f f f 

Finally, the arc-to-chord ratio is calculated, using Eq. 129. 

d) Final fire size 

Throughout the growth process, the model has increased the 
size of each arc independently of the remainder of the perimeter. 
When control of the fire is achieved, the four flanks must be 
reunited to form a complete fire. Total perimeter is simply the 
sum of the f our arc lengths: 

(133) 

While calculating the final area_iS also relatively simple, 
the equation inVOlves an assumption which warrants discussion. 
When the four arcs are rejoined to form a complete fire, the 
resulting shape is not at all similar to the simple ellipse from 
whence it Originated. This can be seen in Fig. 12, which is a 
plot of a typical simulated fire. 

To obtain Fig. 12, the preceding 
subsequent ground suppression equations w.ere 
for a typical fire with the fcllowing data: 

- wind speed = 6 mph. (RI = 1.25), 
- forward rate of spread = 160 ft./hr., 
- detection size = 0.5 ac., 
- suppression start size = 1.15 ac., and 
- rate of line construction = 400 ft./hr. 

(751 on head, 251 on flank). 

fire equations 
programed and 

and 
run 

The perimeter of the fire was plotted at half hour intervals 
during the ccurse of suppression. For simplicity, only the 
detection, suppression start, and final perimeters are shown in 
Fig. 12. The simulated time to control was 3.6 hours and the 
simulated area (cttained graphically from Fig. 12) was 4.74 
acres. 
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FigUre 12. 
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~ur~ose of the exercise was tc test various 
estimating the area of the fire given the 

Two techniques were considered. The first was 

The primary 
procedures for 
availa.tle data. 
relatively simple. 

i) An elliptical shape was assumed. 

ii) The four chords were averaged and RI was calculated. 

iii) The area ~as ottained using Eqs. 106 and 108. 

The preceding calculations yielded RI = 1.4 and area = 4.92 
acres, a surprisingly close estimaticn (+ 3.8~), considering the 
siuplicity of the process and the assumptions required. 

The second technique was expected to be more precise. 

i) A parabolic shape was assumed for each arc. 

ii) The height of each arc was calculated. 

iii) The area between each arc and chord was calculated. 

iv) The distance between opposite arc intersections was 
calculated. 

v) 'Ihe area s of the two triangles forwed .ty pairs of 
adjacent chords and a line connecting opposite arc 
intersections were calculated. 

vi) All areas were summed. 

The latter procedure yielded an area of 4.51 acres, which is 
3.5% teo low. As a result of this exerCise, it appeared that 
there was no justification for employing the more complex 
procedure, and it was not pursued further. Thus, the model 
calculates Rl with the equation: 

( 134) 
R-t = 

The derivation of Eq. 134 is given in Appendix 2. The sum 
Cl 2 + Cl3 is proportional to the average flank chord length (y), 
while CI I + CI. is proportional to the average head chord length 
(x). Finally, the area of the fire is calculated ~ith Eqs. 106 
and 108. 

The description of the fire growth model is now complete. 
The reader may well ask whether a model involving 50 equations 
can be classed as relatively simple. While it is considerably 



-82-

less involved than the Kourtz-O'Regan model, it is certainly more 
COffiflex than the models of Van Wagner and Andersen. While the 
model is beycnd what cculd be considered practical for hand 
calculation, and it wculd likely strain the average programable 
hand calculator, it is inconsequential for even a small computer. 
This is conclusively derr.onstrated by the fact that a computer was 
able tc completely process a fire (including ground and air 
sUfpression and tabulation as well as fire growth) in an average 
of 0.03 seconds. 

Many equations are required because the model keeps track of 
many things. Yet, the equations are simple in themselves. There 
is no calculus involved in the actual computation, and it is only 
required for a small part of the derivation. Every equation is 
readily understandatle by a person with a reasonable knowledge of 
algebra. The variables are in terms of readily identifiable 
phenomena such as wind sfeed, forward rate of spread, length-to­
width ratio, length of flank, etc. In conclusion, it could be 
said that the fire growth model combines reasonable 
comprehensibility with the minimum complexity required to 
accomplish the specific task. 
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5. GRCUND SUPPRESSION 

In warfare, victory can ultimately only be gained by the foot 
soldier. Air power can, of course, play a decisive role in 
determining the final outcome that is in supporting the 
infantry. In this sense, as in many others, fire control is 
similar to military operations. While air tankers can drop vast 
quantities of water and chemicals, they generally de not put a 
fire eut. Air tankers may "hold" a fire until ground forces 
arrive, or they may reduce the intensity so that ground forces 
can work more effectively, but complete extinguishment is an 
exceptional accomplishment. Even when air tankers extinguish a 
fire, their success must be verified by ground observation. 

It is clear, therefore, that air tanker utilization cannot be 
analyzed in isolaticn. It must be examined in the context of the 
grcund suppression system which it supports, if results are to be 
meaningful. To incorporate this concept, the model exam·;ines fire 
su~pression using unaided ground forces and compares the results 
with those obtained by using ground forces sup~orted by air 
tankers. Thus, ground suppression is a major component of the 
air tanker productivity model. In this section we ~ill consider 
three aspects of ground suppression that are contained in the 
model: suppression, mop-up, and economics. 

A. Suppression 

1) Crew Arrival 

When a fire is detected (data read in), the arrival schedule 
for sUfpression cre~s is estatlished. The arrival time of the 
first crew (T t ) is obtained directly from the data by using Eq. 
66, which siuply sums the observed travel, dispatch, and attack 
delay times. It was found that for all fires ~ith an observed 
final size less than 30 acres (96i of all fires), no further 
calculations were necessary to generate an acceptably accurate 
siIrulation. 

For fires larger than 30 acres, a procedure similar to that 
used for the growth of fires was required for ground suppression, 
to ensure that ground forces did not catch the fire too quickly 
in the model. This is not surprising, considering the nature of 
the data teing used. 'The cverall average line construction rate 
is not generated by the initial attack crew, but rather by the 
cumulative effectiveness of several crews which arrive at various 
times after suppression has begun. Thus, a simulated delay 
schedule for crew arrivals was established from the observed 
data. 

The first step involves estimating the expected control time, 
beginning with the perimeter centrol rate (Pr): 



(135) Pr = Lc - ~. 
2 
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This is followed by the estimated ~erimeter at the start of 
control: 

( 136) Pc = Pd + T Pgs 
1 ai 

where: Pe = estimated ~erimeter at the start of 
suppression, 

Pd = observed perimeter at detection, and 
Tl = time of arrival of initial attack crew. 

Essentially, Eq. 136 simply adds the ex~ected growth to the 
detection perimeter. ~he observed perimeter growth rate (Pgs) is 
divided by ai to render it com~atible with the growth that will 
be obtained by using Eq. 67. Finally, the estimated control time 
(Te) is determined: 

(137) Te = Pe 
Pr 

5 Pe 
Te - r.:c-

Pr > 0, 

Pr < O. 

The delay schedule is established with the 
sequence. First, a simulated number of crew arrivals 
determined: 

(138) 
Lc 

Nc = 1 + 500 2 < Nc < 4. 

following 
(Nc) is 

Nc is directly related to the observed average rate of line 
construction. For every 500 feet per hour of line construction 
rate, an additional crew is assumed to be on the fire. The 
number of crews is limited to between 2 and 4, to keep the delay 
schedule within reasonable bounds. The rate of line construction 
per crew (Lcc) is simply the average rate divided by Nc: 

( 139) Lcc = Lc . 
Nc 

The tirre interval tetween crew arrivals (Tic) is given by: 

( 140) Te 
Tic = 2 Nc - 1 Tic < 4. 
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Note the use of 2 Nc. This is required because the delay 
schedule must incor~orate two arrival times for each crew. This 
can be better understood by examining Fig. 13, which portrays the 
effect of various crew arrival sequences. Each time a crew 
arrives, its contribution (Lcc) to overall suppression is added 
to the previous total, yielding the rate of line construction for 
the number of crews currently at the fire site (Lcn). By 
associating only part of the observed Lc to the initial attack 
crew, a deficit in the simulated total amount of line built is 
created. The deficit is shewn graphically in Fig. 13 as the area 
below the line Lc = 1.0 and above Lcn during the early stages of 
suppression. To render the simulated and observed totals 
compatible, that deficit must be made up by having a period of 
line ccnstruction ~ith an excess rate equal to the deficit and 
lasting for the same length of time. 

It is reasonable to assume that in the field, additional 
forces can arrive at the fire site within four hours of the 
initial attack crew, and at comparable intervals thereafter. 
Hence, a limit of four hours was imposed on Tic. When Tic < 4, 
Len will increase in a ste~ise fashion until it reaches a peak, 
at about the same time that the fire is controlled. When Tic 
would have been greater than 4 (before being limited), Lc will 
increase as for the previous case, but starting four hours after 
the last crew arrives, the observed average Lc will be used for 
the remainder of the suppression interval. 

The 
sequence: 

(141 ) 

delay schedule is estatlished with the iterative 

T = T + Tic n n-l 
n < 8 

where: T = cumulative delay time until crew 
arrives and 

n = crew number. 

The end of the crew arrival delay sequence is indicated by T = O. 

2) Rate of Line Construction 

In the early stages cf model development, current rate of 
line ccnstruction (Lcn) was calculated with an equation which 
yielded the response shown in Fig. 13: 

(142) Le 
Len = Le + (Nf - Ne) Ne 

where: Nf = numter of crews currently at the fire. 
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F'igure 13. Effect of ground crew arrival delay 
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It was determined in early runs that Eq. 142 did not produce 
a sufficient delay to achieve the desired objective (allowing 
more area burned in the simulated fires, thereby tetter matching 
observational data). The delay function was, therefore, 
strengthened: 

(143 ) Lee 
Len = n Lee + (Nf - Ne) Ne 

The output of Eqs. 142 and 143 is listed in Table 3. As can 
be seen, while the averages for both equations are the same, Eq. 
143 has a lower initial len compared with a uatching higher 
compensation in latter stages of the fire. When T = 0, 
indicating that no more crews are scheduled to arrive, Lcn is 
equated with Lc. 

As mentioned in the discussion on fire growth, the rate of 
line ccnstructiQ'l on each flanK of the fire is related to the 
relative intensity on the flank. This is calculated by first 
deteruining the average intensity on the fire (If): 

Table 3 Relative values of Len 

Ne = 2 Ne = 3 Ne = 4 
Equation 142 143 142 143 142 143 

Nf 1 0.50 0.25 0.33 0.11 0.25 0.07 

2 1.00 1. 00 0.67 0.55 0.50 0.38 

3 1.50 1. 75 1.00 1.00 0.75 0.69 

4 1.00 1.00 1.33 1.45 1.00 1.00 

5 1.67 1.89 1. 25 1. 31 

6 1. 00 1.00 1.50 1.62 

7 1. 75 1. 93 

8 1.00 1.00 



( 144) 

4 

If = L If 

f=l 
4 
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where: f = flank of attack. 

This is follwed by the relative line construction rate (Lcr): 

( 145) LeT = (If"" , 
f j Ii 

Essentially, Lcr is related to the square root of the ratio 
of the average intensity to the intensity on the flank. In other 
words, as flank intensity increases, Lcr decreases. 

Finally, the rate cf line constructicn on each flank (Lcf) is 
given l:y: 

(146) Lef = Len LeT
f

, 

During sup~ression, the rate of line construction applicable 
to the specific combination of crews and conditions On the flank 
must be determined. When the crews are not s~lit, the percentage 
of the tctal rate for the number of crews currently on the fire 
(Len) allocated tc the crew on the flank in question (Lcp) is 
equal to 1.0. If the crews are split, a percentage of the total 
rate is allocated to the crew being processed. The percentages 
are determined by the user. The current model sim~ly allocates 
50~ of the total to each crew. The specific rates of line 
construction are given by: 

( 147) 

( 148) 

Les = Lef Lep and 

Lex = 2 Lef Lep 

where: Lcs = standard rate of line construction, 
Lcx = augmented rate of line construction in 

an air tanker drop, and 
Lc4 = rate of line construction en the rear. 
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The augmented rate in an air tanker drop is sim~y twice the 
rate on the rear flank. Finally, if it is dark at the time, both 
rates are reduced by 501. 

3) Fighting the Fire 

The sup~ressicn sequence begins by calculating the dUration 
of the ~riod under consideration: 

(149) Dt = Tf - Ts. 

The time left in the ~eriod (TI) is equated with Dt at this time. 
The model then processes each flank separately. 

~he length of uncontrolled perimeter on a flank (FI) is 
calculated with the equation: 

( 150) Fi = Ai - Pegf,d - Pegf,o 

where: f = flank of attack, 
d = direction of attack, and 
c = o~~osite direction. 

The model then calculates the amount of work time remaining 
until the rate of line construction will change (Tw). One of 
four equations is used, depending on the particular combination 
of circumstances ~revailing at the time. If the crew is not in 
an air tanker drop and there is no drop between the crew and the 
flank boundary, the standard rate of line ccnstruction is used 
until the flank boundary is reached: 

(151 ) 
Al

f Tw=-· 
Les 

If the crew is not 
o~~osite direction, 
drop pattern: 

in a dro~, but is a~~roaching a drop from the 
the standard rate is used to the edge of the 

15 kif - Peg
f , d - Peaf,o. (2) Tw = ___ -;-~ __ ::..!...::. 

Les 

In the case of Eqs. 151 and 152, the rate cf· line construction to 
be used (Leu) is equated with Les. 



If the 
direction, 

(153) 
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crew is in an air tanker drop coming from the opposite 
the augmented rate will be used to the end of the arc: 

A-tf 
Tw =-' 

Lex 

Finally, if the crew is in an air tanker drop coming from the 
same direction, the augmented rate is used to the edge ot the 
drop pattern or the flank boundary, whichever comes first: 

(154) Tw = Peaf,d - Pegf,d, 
Lex 

In the case cf Eqs. 153 and 154, (Lcu) is equated ~ith Lcx. 

If Tl < ~w, line is built until the end of the peri~d: 

(155) 

( 156) 

Pegf d' = Pegf d + (Tt Leu) and , , 

Pc' = Pc + (Tt Leu) 

where: Pc = total perimeter controlled by ground 
forces. 

Tl is set to zero and the model checks for a second crew on the 
flank (working from the opposite direction). If a second cre~ is 
indicated, the suppression sequence is repeated on the same 
flank. If there is no second crew (which will be the case on all 
but the last flank) the next flank is processed. 

If Tl > Tw, line is built until the rate cf construction 
changes, by substituting Tw for Tl in Eqs. 155 and 156. In this 
case, however, there is time remaining at the end ef the period: 

, 
( 157) T-t = T-t - Tw. 

If there is some uncentrolled perimeter remaining on the 
flank, the sequence repeats, starting with Eq. 150. If there is 
no uncontrolled perimeter left on the flank being frocessed, the 
next flank fer the crew is determined, and the process repeats, 
starting with Eq. 147 (except that Tl is not reinitialized). 
Note that the next flank for the crew is not necessarily the same 
as the next flank being processed by the sequential search 



-91-

pattern in the model. For example, each flank is examined with 
respect to ground activity in the order 1, 2, 3, and 4. A crew 
which starts at the intersection of arcs 1 and 3 and proceeds in 
a clockwise direction, will control the flanks in the order 1, 2, 
4, and 3. In a ccunter clockwise direction, the order will be 3, 
4, 2, and 1. If a different starting point is used, the order 
will change correspondingly. 

When a flank with ground crew activity is identified, the 
crew on that flank continues fighting the fire until TI equals 
zero, or the other crew is met. Inquiries concerning the status 
of ground activity on any flank during sequential flank 
processing reflect activity previously accounted for during the 
current time interval. For example, assume that flank 1 is 
completed in a clockwise direction and TI > O. The crew then 
moves on and builds line on flank 2 until TI = 0 before returning 
to the sequential search pattern. When the status of flank 2 is 
examined, a work-done indicator in a clockwise direction will 
cause the sequential search to skip 'flank 2 and move on to flank 
3. 

The preceding procedure is followed until all four flanks are 
controlled. The end of the centrol operation is indicated when 
the next flank of attack for a crew has already been controlled. 
At this time, the time at which the fire was controlled is 
determined: 

(158) Tf' = Tf Tt - Ned 

where: Ncd = number of crew divisicns (1 or 2). 

Equation 158 is necessary because control will generally occur 
sometime during the interval between events. The division by Ncd 
accounts for the fact that the control activity of each subcrew 
is processed sequentially. For example, assume that 15 minutes 
are required for the first subcrew to reach the other in the 
simulation. Since the two crews are working towards one another, 
only 7.5 minutes would have actually elapsed before they met. 

Equation 158 applies when there is only one crew, or the 
second of twc crews finishes the line. When the crews are split 
and the first crew completes the contrcl operation, Eq. 158 must 
be mOdified: 

(159) 

where: Tli = initial value of TI. 
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The addition of Tli/2 is required because the time during which 
the second crew would have worked is not accounted for in the 
model when the first crew controls the fire. Finally, the total 
time required to ccntrol the fire (Tc) is given by: 

( 160) Tc = Tf - Tsc. 

In essence, the mathematics of controlling the fire with 
ground forces are relatively simple. Most of the effort centers 
around identifying previous, current, and subsequent ground 
activity and taking appropriate action, depending on the status 
of the fire and air activity. 

B. MOP-Up 

controlling the fire is not the end of the suppression 
operation. The fire must be mopped-up and patrolled for some 
time after control is achieved to ensure complete extinguishment. 
While air tankers are not normally employed in the mop-up phase, 
their use affects it. By reducing the area burned £y a fire, the 
effort required tc mop it up is reduced proportionally. An 
analysis of the data from the province of New Brunswick indicated 
that mop-up and patrol accounted for about 25% of tile total cost 
of fire suppression. It was, therefore, decided to include a 
mop-up component in the air tanker productivity model. 

The first question to consider was the form of output 
required from the mop-up component. Ultimately, we will be 
interested in the total cost of suppression. It was found that 
the most significant mop-up variable with respect to overall 
suppression cost was the time required for mop-up. It was 
further decided that an empirical relationship for mop-up time 
would be satisfactory for the present purpose. Therefore, a 
series of equations for calculating mop-up time were determined 
by regression analysis. 

Within a specific fuel type, (Fnb) the time required for mop­
up (Tm) is related to two basic variables. 

The size of 
indirectly, the 
growth) • 

the area involved 
time required for 

(area, perimeter, 
control, and rate 

and 
of 

- The rate at which mop-up takes place. This can be observed 
or estimated directly, or estimated by combining two 
secondary variables. They are the amount cf work required 
per unit area (related to fire intensity, which, in turn, can 
be related to the fire weather index variables) and the 
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strength of the greund forces (which can be indirectly 
estimated from control time and rate of line censtruction). 

From a preliminary list of variables and variable 
combinations, the fellowing ten variables were selected as being 
the most promising for the regression procedure, based on 
correlation with time of mop-up (~m). 

Ia = adjusted duff moisture code (build-up index) 
Ma = average rate of mop-up for the ground station 

Tam = 
Id = 

A = 
Pc = 
Ga = 
Lc = 

M = 
Tc = 

nearest the fire (ac./hr.) 
average time required for mop-up for the ground 
station nearest the fire (hr.) 
drought code (DC) 
fire area (ac.) 
perimeter of the time of control (ft.) 
average free-burning rate of area growth (ac./hr.) 
rate of line construction (ft./hr.) 
rate of mop-up (ac./hr.) 
time to control (hr.) 

Using a standard multivariable stepwise 
following equations were developed. 

regression 
procedure," the 

Fnt: = 0 

( 161) A Tm = 18.45 - 0.0869 Ma + 0.6624 Tam + 0.0166 Pc - 60.49 M + 302.5 ~ 
Lc 

+ 0.0841 ~ + 2.157 Ga + 0.5155 Ia - 0.1312 Id - 5.688 JTC 

Fnt: = 1 

( 162) Tm = - 10.80 - 6.918 Tc - 0.6995 M - 0.6032 Ia + 0.1034 Id +37.41 ~ 

Fnl:: = 2 

( 163) A A IT":: Tm = - 6.232 - 0.2951 M + 0.2681 Ma + 10.19 J Tc 

+ 0.2571 Tam - 3.079- Ga + 0.0072 Pc 

Fnl:: = 3 

( 164) Tm = - 17.25 + 5.471 fTc + 0.0937 ~ + 0.1963 Ma + 51.58 tc + 0.0101 Pc 

- 0.4723 A + 0.0582 Id - 0.6436 Ga + 0.0588 :a 

-------------------
., DS~EP Informaticn en file at the Forest Fire Research 

Institute, Ottawa, Ontario. 
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Fnt = 4 

(165) Tm = - 4.497 - 9.111 ffc + 10.32 Ga - 11.35 M + 3.438 :a 

+ 0.3043 Tam + 0.2053 Ia 

Fnt: = 5 

( 166) Tm = - 57.96 + 1.412 Tam + 0.1639 Id + 0.0483 Pc 

- 1.774 A - 2.437 Ga - 22.33 M 

Fnt = 6 

(167) Tm = - 12.24 + 0.543 Pc - 52.52 M - 0.8774 ~ + 0.1321 Id 

Fnt = 7,8 

( 168) Tm = 11.42 + 31.68 iTc - 0.1102 Id + 7.755 A - 10.79 M - 4864. tc 

Fnt = 9 

( 169) Tm = 81.60 + 698.5 ~+ 0.5466 Pc - 2.387 A - 64.14 M - 0.6607 Tc 
Lc 

- 0.3972 Ia - 15.61 }Tc - 1.824 Ga - 0.1223 Id 

Fnt = 10 

( 170) Tm = - 31.00 + 0.0126 Pc + 0.0523 Id + 0.5393 Tam + 9.906 ~ 

A + 0.084 Ma - 0.2199 A + 0.2625 Ia 

Fnt = 11 

( 171) Tm = - 25.36 + 0.5756 :a + 10.73 JTC + 0.2554 Tam -

A 
+ 0.4101 Ia - 2.451 A + 0.0132 Pc + 643.1 Lc 

A 
0.1931 M 

Fnb = 12 

(172) 
A A 

Tm = 6.302 + 1627. Lc + 8.986 Tc - 1.788 M + 0.9433 Ma 



-95-

All fuel types 

(173) Tm = - 25.98 + 0.0155 Pc + 0.0813 Id + 0.3908 Tam + 8.910 ~ 

A A 
- 4.278 M - 0.2982 A + 0.0375 M+ 0.0644 Ma 

statistics associated with Eqs. 161-173 are listed in Table 4. 
The use of equations for individual fuel types resulted in a 25% 
reduction in the standard error of the estimate relative to the 
use of a simple overall equation. On the basis of this 
justification, the individual fuel type equat~ons were used in 
the model. 

A plot of observed versus calculated values of Tm is shown in 
Figure 14. Due to an error in the standard plot routine used, 
only a sample of points are shown in the lower left-hand corner. 
Since the points plotted are correct, the sample was felt to be 
an adequate graphical representation of the behavior of the mop­
up equations. 

Considering the awcunt of scatter evident in Fig. 14, a 
statistical analysis of the slope and intercept was not 
warranted. Some pOints are apparent, however, based on a simple 
visual examination. 

- An assumption of a y intercept of zero appears reasonable. 

- Individual pcints are relatively widely scattered about the 
450 line. 

- With the exception of one point, the amount of scatter does 
not appear to increase with increaSing values of Tm. 

- The regression equaticn appears to have a dcwnward bias at 
high values of Tm (i.e., the slope of a line through the 
pOints wculd te less than 1). 

In general, the accuracy of Eqs. 161-172 is 
desired. An average error for Tm of ±100% is clearly 
for predicting individual events. There are some 
circumstances with respect to the current application, 

less than 
inadequate 
mitigating 
however. 

- Mop-up only ccnstitutes an average of 25~ of the total 
suppression cost. An error of 100% in Tm WOUld, therefore, 
generate a ccst that wculd be in error by only 25~, on the 
average. In addition, ~m is not considered in the damage 
equations, further reducing its impact on the crder of 50%. 
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Table 4 Statistics for mop-up regression equations 

Sample STD. SE 

Fnb size fm R2 ERR. Till - - -- -

1 114 28.9 .76 31. 2 1.08 

2 23 16.9 .40 16.0 .95 

3 45 21.8 .90 14.1 .65 

4 139 17.4 .77 18.2 1.05 

5 30 19.2 .84 15.6 .81 

6 86 29.4 .46 58.4 1. 98 

7,8 43 33.3 .52 47.6 1.43 

9 16 17.4 .61 20.4 1.17 

10 106 32.2 .73 40.4 1. 26 

11 99 33.8 .77 33.6 .99 

12 77 26.5 .73 24.5 .93 

13 73 17.6 .84 15.2 .86 

Weighted 
71 25.8 average .72 30.0 1.13 

Overall 851 25.8 .53 38.6 1.50 
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- A large sample is analyzed by the model. As a result, the 
errors should tend to be compensating. 

- Results generated by the model are based on relative 
differences rather than absolute values. If Tm is too high 
when only ground suppression is considered, for example, it 
will also be too high when air tankers are added. The error 
should have only a slight effect on the difference between 
the two cutcomes. 

For the preceding reasons, it was decided that additional 
work with respect to the mop-uf component of the model would not 
be undertaken. Any further analysis would have required the 
initiation of a significant research effort which ~as considered 
outside the scofe cf the frcject. 

A final note on the mop-up equations is requi~ed. As is 
normally the case when regression equations are emfloyed, unusual 
comtinctions of data can generate results which are grossly 
erroneous. For this reason, limits were placed on two input 
variables: Ia ~ 100 and Id < 500. In addition, limits were 
placed on the range of Tm such that: 

- if 'IM < 1; TM = 1 and 

- if TM > 48 and TM > 3 A/M; TM = 3 A/M. 

C. Economics 

we have modeled a fire and can thus generate a demand for 
activity frcm the fire sUPfressicn system. We have also 
simulated the control of that fire and can therefore study the 
work performed by the system. Although much has been 
accomplished, it is not enough to solve the problem at hand. We 
must be able to comfare one outcome with another, to evaluate the 
relative reerits of varicus sUffression strategies. To do this, 
we must consider the goals of the system, for it is in the system 
goals that we will find approfriate measures of effe~tiveness. 

One obvious goal of fire manageffient is the reduction of area 
burned. This is a convenient goal in that it is readily 
measurable, and requires little interpretation. From a modeling 
standpoint, it frovides a serendipitous benefit in that we have 
already calculated area burned. Unfortunately, the objective has 
a serious weakness - it is unconstrained. The system could 
continue to reduce area burned indefinitely by simfly increasing 
suppression expenditures. Clearly, the reduction in area burned 
has to be related to the costs of obtaining the reduction as well 
as the resulting benefits. 'Ihese considerations can be grouped 
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under the heading of fire economics, which is the subJect of this 
section. 

A fire management organization will be efficient, in an 
eccnomic sense, if it maximizes Vp, where: 

( 174) Vp = Bp - Cp - Dp 

where: Vp = net present value of a fire, 
Bp = net present benefit, 
Cp = present value of suppressicn cost, and 
Dp = net present damage. 

In the current application, some simplifications to Eq. 174 
can be made ~ith negligible effect on the results. First, the 
types of fires which generate significant benefits are most 
likely to be small, have low intensity, and involve little 
damage. They are, therefore, not likely to require air tanker 
activity. Ccnversely, those fires on which air tanker activity 
tends to be justified (large size, high intensity, high damage) 
normally involve negligible benefits. Thus, the benefit term Bp 
can be eliuinated from Eq. 174 without introducing significant 
error. 

Another simplification involves the present value of 
suppression costs. In the case of long-term decisions such as 
the establishment of air bases or the purchase of air tankers, 
the present value of C as defined in Eq. 174 would have to be 
used. Since the model emphasizes the suppression of individual 
fires, decisions should be based on short-term or viable costs 
only. 

Fire management agencies do not consider present value when 
damage is recorded. They generally do net discount damage whose 
impact will be felt in the future nor do they consider the 
depreciated value of equipment and capital improvements which are 
destroyed by fire. They also do not generally consider the 
effect of substitution, nor do they include losses to noneconomic 
amenities provided by the wildlands over which a fire burned. 

Having noted the weaknesses of the available data, we now 
state that the determination of theoretically correct economic 
damage is outside the intended scope of the model. Further, it 
should be mentioned that in this respect, we are interested in 
what is, more than what should be. Since fire management 
agencies have traditionally made their decisions on the basis of 
the recorded damage, it is appropriate that the model does so 
also. As a result, a simple damage variable, representing the 
damage recorded on the individual forest fire report form, is 
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used in the model instead of the present value of damage. Thus, 
the objective of the model has been reduced to the simple 
minimization of C + D. 

In this section we will consider the three aspects of fire 
economics suggested by the preceding objective: suppression 
cost, damage, and savings (the process of minimization). 

1) sUEEression Cost 

Every fire has a recorded suppression cost associated with 
it, which reflects what actually occurred in the field. This 
cost cannot be used directly in the model for two reasons. 
First, the simulated outcome will likely differ from the actual 
outcorr.e in some respects. Second, the model is Simulating "what 
would have happened if" and a procedure is needed to measure 
changes in suppression costs resulting frcm changes in 
suppression tactics. Therefore, the recorded suppregsion cost 
was used to derive a set of regression equations which are, in 
turn, used to estimate the ground suppression cost of each fire. 
Cost data for those fires where air tankers were used in the 
field (1~ of all fires) were eliminated from the sample. 

In general, within a fuel type (Fnb), suppression cost is 
related to the quantity of resources employed (estimated by Lc 
and M) and the duration of the operation (estimated by Tt, Tc, 
and ~m). In addition, indirect information can be obtained by 
estimating the amcunt of work accomplished (related to A and Iw). 

From a large set of variables and variable combinations, the 
following six variables were selected for the regression 
procedure, based on correlation with suppression cost (Cs). 

A = fire area (ac.) 
Iw = fire weather index 
Lc = rate of line construction (ft. /hr. ) 

M = rate of mop-up (ac./hr .) 
Tc = time required to control the fire (hr. ) 
Tm = time required to mop-up the fire (hr. ) 

Using the same procedures as for mop-up, the following 
equaticns were derived for suppression cost. 

Fn1: = 0 

(175) Cs = - 32.41 + 12.34 Tm + 0.3151 eTc Lc) - 0.1947 eTc + Tt) Lc 

Fn1: = 1 
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(176) Cs = - 89.63 + 219.7 Tt + 16.05 jTiii + 3.366 Iw 

Fnt = 2 

(177) 
2 2 

Cs = - 47.88 + 0.627 (Te Le) + 0.114 Tm + 88.96 Te - 2.46 (Te + Tt) 

Fnt = 3 

(178) Cs = - 28.41 + 22.78 (Te + Tt) + 4.290 Tm + 0.0280 (Te Le) 

Fnt = 4 

(179) Cs = - 37.29 + 86.85 Tc - 1.992 (Tc + Tt)2 + 0.0094 Tm
2 

Fnl:: = 5 

(180) Cs = - 37.42 + 9.04 Tm + 0.0614 (Te Le) 

Fnt = 6 

(181) Cs = 25.77 + 4.297 Tm + 19.37 (Te + Tt) 

Fnt = 7, 8 

(182) 
2 

Cs = - 21.29 + 102.4 Tt + 2.084 (Te + Tt) + 4.154 Iw 

Fnt = 9 

(183) Cs = - 97.02 + 1.172 (Tm M) + 0.0659 Tm2 - 1.245 (Te + Tt)2 

+ 137.6 Te + 0.0802 A2 

Fnt = 10 

(184) 
2 

Cs = - 81.34 + 0.502 (Te Le) - 0.171 (Te + Tt) Le - 0.005 A 

+ 0.0114 Tm2 



-102-

Fnb = 11 

(185) Cs = 12.57 + 0.0474 A2 + 0.112 eTc Lc) 

Fnb = 12 

(186) Cs - - 2.553 + 0.0359 Tm2 + 5.511 (Tc + Tt)2 + 0.0113 (Tc Tt) Lc 

+ 2.412 Iw 

All fuel types 

( 187) Cs = - 145.8 + 9.259 Tm + 0.1499 (Tc Lc) - 0.0618 eTc + Tt) Lc 

+ 3.957 Iw - 0.2675 (Tc + Tt)2 + 30.70 Tc 

Statistics associated ~ith Eqs. 175-187 are shown in Table 5. 
As ~as the case for the mop-up equations, the use of individual 
equations for each fuel type resulted in a significant reduction 
in the relative standard error of the estimate (40%) relative to 
the use of an overall equation. As a result, the individual 
equations ~ere usee in the model. Actual versus calculated 
values for Cs are ~lotted in Figure 15. 

Due to the relative importance of the cost com~onent, a 
reasonatle effort ~as expended in an attempt to derive a good set 
of equations. A result of the fact that the input data are of 
questionable quality and the variables available for analYSis are 
aggregations of the actual determinants of suppression cost (man­
hours, equipment rental, etc.), the cost equations are less 
accurate than desired. It ~as hoped that they ~ould have been 
sufficiently accurate to permit conclusions to be drawn on the 
basis of the outcome of individual fires. With an average 
relative error of approximately 120%, this is clearly not 
possible. As a result, it was necessary, as part of the 
calibration ~rocedure (to be discussed in a subsequent report) to 
derive a relationship bet~een sample size and the relative 
difference required for statistical significance. 
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Table 5 Statistics for cost regression equations 

Sample 
R2 

STD. SE 
Fnb size CS ERR. Cs - -- -

1 122 323. .72 452 1.40 

2 25 117. .45 107 .92 

3 48 242. .84 178 .73 

4 153 155. .55 207 1.34 

5 30 130. .84 103 .80 

6 90 238. .85 274 1.15 

7,8 51 185. .57 216 1.16 

9 15 119. .82 56 .47 

10 114 388. .78 668 1.72 

11 107 322. .80 383 1.19 

12 83 301. .73 306 1.01 

13 76 131. .96 87 .67 

Weighted 
average 76 249. .74 314 1.19 

Overall 914 249. .57 490 1.97 
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Figure 15. Actual versus calculated suppression cost 
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accuracy ef these results is comparable to that obtained 
and Tesky (1970). They used regression analysis to 
area burned during suppression, based on a sample of 60 

southeastern Manitoca. Their R2 of 0.71 is comparable 
average R2 of 0.69 obtained with a similar analysis of 
in the province of New Brunswick. 8 

While there are other reported uses of regressien procedures 
for the analysis of sup~ression operations, researchers in the 
field seem to prefer other analytical techniques. The most 
common ~rocedure is a Simple data summary, accompanied by the use 
of totals or averages with respect to suppression costs (for 
example, see Miyagawa and Stashko 1971, Gamache 1969, and Miller 
1968) • ~his is clearly an inferior approach in that individual 
errors resulting from the use of simple averages would be far 
greater than those resulting from the use of regression 
equations. while ever one er more seasons, the results would 
likely be comparable with either procedure, the intent of 
considering individual fires precluded the use of simple cost 
averages in the model. 

The most accurate approach would have been to use data such 
as man-hours, hours of equipment rental, etc., as these are the 
components from which total suppression cost is derived. 
Unfortunately, such deSirable data were not available. 

Another desiracle procedure which might have been considered 
was adapting the ebserved cost data directly into the model as 
was done with rate of line ccnstruction and rate of perimeter 
growth. These twc variables have the dual advantage of being 
constant for all ccmcinations of air tanker tactics tested as 
well as linearity with respect to time. The unit of measurement 
(ft./hr.) is inde~endent of results generated by the model. 
Dollars per acre (or foot of perimeter) or dollars per hour spent 
in controlling the fire are specific to a particular fire size 
and control time. Change the size of the fire or the control 
time (which is the purpose of the model) and the unit cost will 
change also. Further, examination of the regression equations 
clearly indicates that no single variable dominates the first 
selection. This suggests that even if a nonlinear unit cost 
fUnction had been developed, it would have been inferior to the 
regression equations. In retrospect, the unavoidable conclusion 
is that the results obtained herein are probably as good as is 
possicle under the circumstances. With the use of small samples 
rather than individual fires, the results are adequate to permit 
an analysis of air tanker operations. 

As was the case for mop-up, a limit (Iw < 40) is required to 
prevent significantly inconsistent results: In addition, a 
number of lirr~ts were placed on allowable values of Cs. 

8 Part of earlier werk en perimeter growth during suppression 
reforted by Simard et ale (1973). 
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- Cs ~ 10 

- if Cs > 200 and Cs/A > 200 ; Cs = max (50,200 A) 

- if 500 < A < 5,000 ; Cs ~ 50 A 

- if A > 5,000 ; Cs < 20 A 

With the exception of Cs > 10, all the limits combined affect an 
estimated 1% of the fires.- In the case of Cs > 10, the fires are 
of no consequence with respect to air tanker operations. 

2) Damage 

a) Forest damage 

As was the case for suppression cost, a set of regression 
equations was developed for calculating damage to the forest 
resource caused by a fire. All the arguments considered under 
cost apply equally to damage. Since a repetition will serve no 
useful purpose, we will simply discuss the equations. 

Forest damage, as recorded on the individual fire report 
forms, is basically a functicn of four variables: 

- area burned (the total amount of resource subject to 
damage) ; 

- fire intensity (the ability of a fire to cause damage); 
- value-at-risk (how rruch is the resource werth) ; and 
- damage potential (how well the forest resource can 

resist damage by fire). 

Area turned (A) is available directly from the model. While 
intensity is available in the model, it is not available on the 
fire report forms. Therefore, indirect estimates using Iw, Is, 
and Ia had to be made. Value-at-risk and damage potential can, 
to a large extent, be accounted for by stratifying the sample 
into various fuel types. Finally, some information of value to 
damage estimation can be obtained by using varicus suppression 
variables (Cs, Lc, Tc, Tm). These variables reflect the relative 
importance placed on the fire by management. The effort they 
were willing to expend in suppressing the fire should be related 
to the anticipated damage. In another sense, the suppression 
variables also reflect difficulty of control and, thus, 
indirectly fire intensity. Note that the sample is stratified by 
fuel type, which, to some extent, eliminates the effect of 
resistance to control. only fires ~ith a reccrded forest damage 
greater than zero (25% of all fires) were included in the 
analysis. 
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The following equations were derived for estimating forest 
damage (Df). 

Fnl:: = 0 

(188) Of = - 10.23 + 8.61 A + 0.0221 Tm + 2.327 Is + 0.0174 Cs 

Fnl:: = 1 

( 189) Of = - 4.793 + 3.016 A + 0.1034 Cs 

Fnl:: = 2 

(190) Of = _ 10.47 + 11.31 A - 1.679 Tc + 42.09 Is - 19.37 Iw 

Fnt = 3 

(191) Of = 9.727 + 11.31 A - 0.1380 Lc + 9.080 Is + 20.86 Tc - 1.590 Tm 

Fnt = 4 

(192) Of = 1.932 + 12.00 A - 0.2363 Cs + 0.4905 Tm + 1.343 Tc 

Fnt = 5 

(193) Of = 2.276 + 0.9096 A + 0.0743 Cs - 0.0294 Lc 

Fnl:: = 6 

(194) Of = 6.01 + 0.2132 Cs + 1.872 A - 6.179 Tc 

Fnt = 7, 8 

( 195) Of = - 2.489 + 9.264 A 
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Fnt: = 9 

(196) Of = - 21.71 + 13.22 A + 0.0415 Cs + 2.137 Tc 

Fnb = 10 

( 197) Of = 5.357 + 11.14 A - 19.90 Tc + 1.019 Tm 

Fnb = 11 

( 198) Of = - 1.123 + 4.1016 A + 0.065 Cs + 4.249 Tc - 0.7986 Ia 

Fnl:: = 12 

( 199) Of = - 1.2182 + 5.603 Iw 

All fuel types 

(200) Of = - 0.2598 + 10.78 A - 0.0412 Lc + 0.0337 Cs + 1.045 Iw 

Statistics associated with Eqs. 188-200 are shown in Table 7. 
As in ~revious cases, the fuel type equations yielded superior 
results relative to the overall equation, with the exception of 
Fnb = 13. No reason could be found for the unusually poor 
results for this fuel type. For the remaining fuel types, 
although the average and overall R2 were comparable, the average 
relative standard error was reduced by 331 by using the set of 
equations for specific fuel types. The damage equations appear 
to be slightly more accurate than the cost equations. The 
average R2 fcr damage is 15' higher than for cost, while the 
relating standard error for the former is a corresponding 15' 
less. This is likely a comt:ination cf two factors. First, there 
is a relatively high correlation between damage and a single 
variable - fire area for all fuel types but one. This, in turn, 
suggests that the recorded figure may simply be a constant 
multiplied by area burned. Second, a one-third smaller sample 
size nc doubt partially influenced the improved R2 values. 

Actual versus calculated damage is plotted in Fig. 16. 
Again, assuming a y intercept of 0 and a slope of 1 appears to be 
reasonable, based on visual examination. As previously, some 



-109-

limits were required with respect to the input data for damage 
equaticns: Iw ~ 40; Is ~ 25; and Ia < 100. 

Finally, limits were imposed on the range of damage values 
such that: 

- Os > 0, and 
- if Os > 100 and A < 1, OS = max (20, 100 A). 

b) Nonforest damage 

Nonforest damage includes such things as destruction of 
buildings, ca~ital improvements, and eqUipment by fire. This 
type of damage is highly Significant, in that when it is recorded 
on the fire report forms, it generally over-shawdo~sthe forest 
da~age associated with the same fire. On the ether hand, its 
occurrence is stochastic, tending towards only two possible 
mutually exclusive outcomes there either was or was not 
significant nonforest value on the fire site damaged by fire. In 
other words, there either was or was not a cottage, or bridge, or 
vehicle damaged by fire. 

Table 6. Summary of Damage 

Percent 
of fires Average Total 

Forest damage 251 $ 311. $ 236,400. 

Equipment damage 2~ $ 174. $ 11,800. 

Nonforest damage 15~ $ 3289. $ 1,516,400. 

'lable 6 summarizes the recorded damage data. While only 25% 
of all fires had reccrded forest damage, the occurrence as well 
as the relative amount of damage was related to various fire and 
suppression variables as discussed in the preceding section. 
conversely, only 2% of all fires resulted in equipment damage, 
while ncnforest damage was recorded on only 15~ of all fires. In 
neither of these cases was it possible to relate the occurrence 
or the amcunt of damage to any of the available fire or 
suppression variables,. Equipment damage was relatively small 
(0.1% of the total damage) and could have been ignored. The 
nonforest damage (861 of the total damage) could hardly be 
ignored. 

The only solution available was to use the recorded damage 
and equipment lost information as input to the model. While this 
precludes use of the model for predictive purposes, with res~ect 
to nonforest damage, it does permit the analysis of historical 
data. 
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Table 7 Statistics for forest damage regression equations 

Sample STD. SE 

Fnb size Of R2 ERR. Of 
- - - -- -

1 106 95. .89 78. .82 

2 13 31. .84 21. .68 

3 44 101. .86 121. 1.19 

4 112 175. . 95 196 . 1.12 

5 16 86. .99 11. .13 

6 77 81. .98 42. .52 

7,8 24 51. . • 65 79 . 1.55 

9 11 131. .99 26. .20 

10 99 152. .87 177. 1.17 

11 86 119. . 98 113 . .95 

12 53 71. . 82 73 . 1.03 

13 36 67. .23 171. 2.57 

Weighted 56 112. . 87 116 . 1.03 average 

Overall 677 112. .88 173. 1.54 



Figure 16. Actual versus calculated forest damage 
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To conclude, total grcund suppression cost (Cg) is: 

(201) 
Cg = Cs + Oe 

where: De = equipment damage. 

Total damage (D) is: 

(202) o = Of + On 

where: Dn = nonforest damage. 

Cost-pIus-loss for ground suppression only (Clg) is: 

(203) Cig = Cg + O. 

3) §,Svings 

Relative cost-Flus-loss savings is the basic criteria used to 
measure and evaluate air tanker system output. Almost all 
decisions with respect to selecting various combinations of air 
tanker resources and tactics are based on cost-pIus-loss savings. 
While savings of area burned as well as sUfpression and mop-up 
time are also accumulated, they are used only to provide 
sUfplementary information. The model was developed in such a 
way, however, that with minimal programing changes, it would be 
possible to substitute either area or time for dollar savings, as 
long as a constraint was included. 

There are two categories of savings calculated by the model: 
the maximuu possible and the actual. 

a) Maximum Eossible savings 

If the model processed 2,185 air tanker resource and tactic 
combinations for each fire, it obviously could not be run on more 
than a very limited set of data. Further, the vast majority of 
trials would provide no useful information. Therefore, the model 
must be able to separate, on the basis of nominal calculations, 
those fires warranting a detailed examination from those on which 
the use of air tankers is clearly not justified. The use of 
maximum fossible savings provides the necessary information to 
permit such a stratification. 
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The maximum possible savings for air tankers is the 
difference tetween the simulated cost-pIus-loss for unaided 
ground forces and the cost-pIus-loss that would be associated 
with immediately stopping fire growth at the time of detection. 
Calculating the potential minimum cost-plus-loss is relatively 
straightforward. First, the potential minimum time to control 
(Tcp) is calculated by dividing the perimeter, at the time of 
detection, by the observed rate of line construction: 

(204) Tcp = Pd. 
Lc 

The potential minimum fire area is actually the area at detection 
(Ad), which is substituted for A in Eqs. 161-173 to estimate the 
potential m~n~mum mop-up time (Tmp). Then, A, Tcp, and Tmp are 
appropriately substituted in Eqs. 175-187 and the potential 
m~n~mum cost (Csp) is determined. Finally, all tour'variables 
are used in Eqs. 188-200 to ottain the potential minimum forest 
damage (Dip) .• 

An additional step is required to determine the potential 
cost-plus-loss. The potential reduction in equipuent lost and 
nonforest damage has to be determined. This is accomplished by 
first assuming that the nonforest value-at-risk is located 
entirely within a very small portion of the fire area. This 
assumption will be correct for most nonforest values of interest 
(cottages, vehicles, bridges, etc.). The area containing the 
value was assumed to be 0.03 acres, or about 1,300 square feet, a 
reasonable size for a cottage including the immediate surrounding 
area. 

Another assumption was made - that the high value area was 
equally likely to be located anywhere within the fire area. It 
was further assumed that the value would be totally destroyed if 
the fire reached the high-value area, and undamaged if the fire 
was prevented frcm reaching the high-value area. The expected 
maximum zelative saving (Se) was therefore simply the ratio of 
the area at detection to the total area: 

(205) Se = Ad + 0.03 
A 

Se < 1. 

In other words if the area at detection was 75~ of the total 
area, it is assumed that there was a 25~ probability that 
nonforest damage did not occur. The use of 0.03 in the numerator 
prevents a reduction in damage when the total area burned is less 
than an assumed minimum size of a typical high-value area. 

The potential minimum cost-plus-loss (Clp) is therefore: 
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(206) Cfp = Csp + Dfp + Se (De + On). 

The maximum ~ossitlE dollar saving (Sp) is: 

(207) Sp = Cfg - Cfp. 

The use of Sp will be discussed under the air tanker component. 
Siuilarily, the maximum possible area saving (Sap) is: 

(208) Sap = A - Ad. 

The maximum ~ossible control and mop-up time saving (Stp) is: 

(209) Stp = Te - Tep + Tm - Tmp. 

b) Actual savings 

Determining the actua19 saving achieved with air tankers is 
relatively straightforward. Similarly to the uaximum possible 
savings, the area burned (Aa) and time to .control (Tea) resulting 
from the use of air tankers to augment ground forces are 
substituted in Eqs. 161-200 to obtain mop-up time with air 
tankers (Tma), ground cost with air tankers (Csa), and forest 
damage with air tankers (Df~. Aa is substituted for A in Eq. 
205 to obtain See The total cost-pIus-loss with air tankers 
(CIa) is therefore: 

(210) 

(211 ) 

Cfa = Csa + Dfa + Se (De + Dn) + Ca 

where: Ca = air tanker cost (to be discussed under 
the air tanker component). 

S = Cfg - Cfa. 

Area turned saving (Sa) is: 

(212) Sa = A - Aa. 

9 As determined by the siwulation model. 
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Finally, the saving in the time to control and mop-up the fire 
(St) is: 

(213) St = Tc - Tca. 

Since the use of air tankers augments ground forces, Sa and 
St will always be positive, unless a fire is controlled before 
the first drop. S, on the other hand, may be either positive or 
negative, de~ending on whether Cla is less than or greater than 
Clg. Clearly, negative savings represent an increased cost-plus­
loss and any air tanker combination which generates such a net 
loss should not be employed. 

The description of the ground sup~ressien cem~onent of the 
model is now com~lete. Although we have considered a total of 79 
equations, only 42 are used for a particular fire, making this 
component comparable in magnitude to the fire component. Again, 
taken individually, the equations are relatively simple. Even 
collectively, they represent a significant simpliciatian of a 
real-world ground su~pression system. 

All sup~ression activities (men, bull.dozers, ground tankers, 
etc.) have been grouped into a single variabl.e Lc. In 
retros~ect, it is perhaps a blessing that the available data did 
not permit a more detail.ed breakdown of the ground suppression 
operation. In the initial stages of model. devel.opment, a finer 
scale was considered for ground suppression. As the complexity 
of the task became apparent, the amount of ground suppression 
detail required to anal.yze an air tanker system was considered. 
It was concluded that aggregating all ground activity under a 
singl.e variatle was adequate. Had that decision not been made, 
it is l.ikely that an additional 12-18 months woul.d have been 
spent in developing a larger more compl.ex model than is described 
here. Whil.e such devel.opment may be undertaken in the future, as 
the current research effort expands its horizons, ~e will. content 
ourselves with sclving one problem at a time. Te this end, the 
discussion new proceeds to the final com~nent of the model, in 
which the core of the original. problem is considered - simulation 
of the use of air tankers in ~il.dland fire suppression. 
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6. Air ~anker Utilizaticn 

To this point, the reader has been subjected to a lengthy 
descri~tion of the environment within which air tankers operate. 
As a storyteller enriches his plot with a comprehensive 
backgrcund, it is hoped that the reader's understanding of a 
complex system will be enhanced by the apprcach taken here. As 
the last, largest, and most important piece falls into place, the 
rationale behind the preceding model development should become 
evident. No matter that the pieces may have seemed somewhat 
disjointed at the time; they have all been intended to serve some 
purpose in the analysis of the use of air tankers for fire 
control. 

As would be expected, the air tanker com~onent of the model 
is more detailed than its predecessors. While, by itself, the 
air tanker ccmponent constitutes only 34% of the entire, model, it 
is considerably larger than any other single compcnent (on the 
basis of the amount of programing). Of the remaining 66%, 24% is 
concerned with administration and tabulation, while the three 
technical com~onents average about 14% each. 

Air tanker utilization is divided into several suhcomponents: 
selecting resources and tactics, delivering the retardant, 
dropping the retardant, air tanker suppression, and costs. Each 
will be discussed in this section. 

A. Selecting Resources and Tactics 

In the real world, when a fire is detected, the dispatcher 
makes an immediate decision on the mixture of initial attack 
forces to dispatch. His decision is based partly on knowledge, 
partly on intuition and experience, and partly on guesswork. 
While he can reduce the uncertainties by obtaining additional 
information, the knowledge gained could extract a very high price 
if a fire escapes due to the lost time. On the other hand, 
uncertainties can also increase costs, in that if unneeded 
suppression resources are dispatched, they must be ~aid for. 

Air tankers, because of their speed, allow more flexibility 
in dis~atch delays than ground forces. Their high cost, on the 
other hand, results in greater penalties when aircraft are 
dispatched unnecessarily. In either case, effectiveness can only 
be maximized when the correct dispatch deCision is made 
immediately at the time of detection. There are about a dozen 
significant factors to consider when making a dispatch decision 
with respect to air tankers. Since the human mind normally has 
difficulty in coping with more than three variables 
Simultaneously, preattack dispatch plans are often prepared to 
aid the decision maker. In these plans, many of the details 
concerning possible outcomes have already been considered so that 
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the dispatcher need concern himself with 
significant ~oints with respect to each fire. 
approach simplifies the dispatch procedure 
potential for an erroneous decision. 

only one or two 
Clearly, such an 

and reduces the 

Given the importance of the initial attack decision, it 
seemed worthwhile te examine this aspect of air tanker use in 
some detail. Tc do so required a model formulation which was not 
dependent on a preplanned dispatch ~rocedure. Rather, a 
foru:ulation was required that aided in develeping dispatch 
guides. The only tctally independent simulation procedure is 
simple enumeration. That is, dispatch all possible combinations 
of reseurces to the fire and employ all possible combinations of 
tactics. Then, in hindsight, select that combination which 
m~n1m~zes the cost-pIus-loss. With a limited number of 
combinations to test, this is a feasible, if not an elegant 
technique. 

In response to this requirement, the simulation model 
dispatches several air tanker models, from one to ten aircraft, 
tests three retardants, and fights each flank of the fire 
separately. In all, there are 2,184 possible air tanker resource 
and tactic combinations which could be tested on each fire, in 
addition to unaided ground suppression (26 models, 7 numbers of 
aircraft, 3 retardants, and 4 flanks). Note that missions 
involving 5, 7, and 9 aircraft are not tested by the model. 
While this set is finite, it hardly qualifies as limited. Thus, 
for all but small sample sizes it is not practical. In fact, 60 
hours of computer time would be required to process the 6.5 
million trials required with a sample of 3,000 fires. Further 
reductions are clearly required. 

There are twe approaches to reducing the number of trials: 
eliminate these which could not possibly improve the solution 
(further reduce the cost-pIus-loss) and eliminate those where the 
improvement to the solution is likely to be insignificant. In 
both cases, the value of the information provided by the trial 
will mest likely be less than the cost of computation. Both 
approaches are used in the selection procedure. The resource and 
tactic selection routine incorporate a series of preliminary 
tests. If a proposed trial fails any test, it indicates that one 
of the preceding two conditions prevails and the trial is 
skipped. 

1) Air Tanker Model 

Clearly, any resource combination, having a single drop 
delivery cost greater than the maximum possible savings (Sp), as 
calculated in Eg. 207, could not possibly reduce the cost-plus­
loss fer the fire. Thus, the first two preliminary tests are: 



-118-

(214) if Sp 2 Cc + Ct or 

( 215) if Sp 2 Cf 1 + Cc + Ct 

where: Cc = circuit cost (land, load, takeoff, drop), 
Ct = initial takeoff and final landing cost, 

and 
Cf t = round trip fire-to-base flying cost. 

If either Eq. 214 or 215 
Procedures for calculating the 
discussed subsequently. The 
delivery cost of a single drop. 

holds, 
various 

sum in 

the model 
delivery 

Eq. 215 

is not tested. 
costs will be 
represents the 

A two-step procedure is used to reduce unnecessary 
comFutation. The circuit and takeoff cost are readily determined 
by simple calculations. The flying cost, in contrast, requires 
determining the distance between the air base and the fire, a 
somewhat involved frocedure. A significant amount of computation 
is eliminated for those fires which fail to pass the first test. 

Each time one of the pair of tests is failed, a minimum of 84 
combinations are eliminated from consideration (1 model, 7 
additional air tankers, 3 retardants, and 4 flanks). The 
effectiveness of these tests is further increased ty processing 
the models in a Fredetermined order: small, medium, and large. 
In this way, if a small air tanker fails the test, there is 
nothing to be gained by analyzing a medium or large air tanker, 
as the cost of a single drop will be even greater. The routine, 
therefore, eliminates all larger models for the same type of 
operation (water, land, and helicopter) from further 
consideration. 

A third test is applied to the new air tanker model being 
considered tc further reduce the number of sUferfluous trials. 
Each of the models is classed into one of nine types, which 
combine the size and mode of operaticn of the aircraft (small, 
medium, or large; and land, water, or helicopter). Within each 
type, the generally most effective model is chosen as primary and 
the rest are classed as secondary. The analysis begins with the 
primary model. If it fails to pass the preceding tests, or if it 
passes the tests, but generates a net loss, all secondary models 
of the same type are eliminated from further consideration. 
Unlike the previous twc tests, this one is not absolute. On one 
hand, it is conceivable that a superior solution might be 
eliminated. On the other hand, savings generated by secondary 
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models, when the primary model generates a loss, are not likely 
to be significant. 

The effectiveness of the first three tests can be 
demonstrated by noting that in a production run on 3,010 fires, a 
new model could have been chosen 78,260 times (26 models in the 
sample). In fact, a new model passed all three tests on only 
11,405 trials or only 14.6% of the possible number of times. The 
60 hours cf computer time has already been reduced to 8.7 hours. 

2) Number of Air Tankers 

There are no tests applied to the first air tanker as the 
udnimum costs are identical to those in the model test sequence. 
The m~nl.mum delivery cost for one aircraft (Cl) is calculated, 
however, for subsequent use: 

(216) Cl = Cf + Cc + Ct. 
1 

The first test for the number of air tankers is applied when 
two or more are being considered. First, the delivery cost for 
one drop from each air tanker (Cn) is calculated: 

(211) Cn = Na CCf l + Cc + Ct) + Cbh (Bf + TCXm,j) 

where: Na :: number of air tankers, 
ebh :: birddog cost per hour, 

Bf :: birddog fire-to-base round trip flying 
time, 

Tcx = circuit time, 
m :: air tanker model, and 
j :: mode of operaticn. 

In the model, it is assumed that one air tanker will work 
alone, while two or more will always be under the direction of a 
birddog officer. Hence, the expected minimum birddog cost is 
included in the calculation. It is fUrther assumed that each air 
tanker dispatched will make a minimum of one drop. If this were 
not the case, there would be little sense in ir.crementing the 
number of aircraft. 

Ihe condition Sp ~ en indicates that the m1r~mum delivery 
cost exceeds the maximum possible savings and further analysis of 
this and all greater numbers of air tankers is eliminated. This 
test is conceptually the same as that applied in Eq. 215, except 
that mere aircraft have been added. 
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A marginal test ~ith respect to the number of air tankers 
dispatched is added when the third or subsequent aircraft is 
being considered. If, at this pOint, at least two number 
combinations have been tested previously, it is possible to 
determine the direction in which the sequence of results is 
progressing. That is, the cost-plus-loss is either increasing or 
decreasing, as the number of aircraft increases. If Sn > S(n-1), 
the results are im~roving and further testing continues. 

If the above does not hold, a second test is made to 
determine if the loss is less than the birddog pcrtion of the 
increased air tanker cost. If such is the case, it is possible 
that the marginal benefit of an additional air tanker might 
exceed the marginal cost by a sufficient amount that an overall 
reduction in the cost-pIus-loss ~ill result. The reasoning can 
best re explained ~ith the aid of an example, such as three drops 
being made by t~o aircraft. Since the birddog aircraft is not 
emfloyed for one air tanker, its entire cost becomes part of the 
marginal cost of the second air tanker. Further, the birddog has 
to circle the fire while one air tanker returns to the base for 
the third load. Adding a third air tanker decreases the final 
fire size, and hence ground suppression costs and losses. It 
also decreases the birddog cost, because the aircraft does not 
have to wait for the third drop. 

Further, in the case of two air tankers, the entire birddog 
cost was offset by the increased effectiveness of only one 
aircraft. In the case of three air tankers, the birddog cost can 
be balanced against the marginal effectiveness of two aircraft. 
While the preceding case is the most obviOUS, it is possible to 
develop similar arguments for any combination of air tankers and 
number of drops. As a result, while cost-plus-loss may have 
increased as the result of adding one air tanker, it might 
decrease by adding ancther. 

First, the birddog portion of the air tanker cost (Cb) is 
calculated: 

(218) 

(219) 

k = min(Na - 2, 2) and 

Cb = Cbh (Tfxk + Tcx . - Ttx .) m,] m,] 

where: ~fx = flying time, 
Tcx = circuit time, 
Tlx = loading time, 

k = flying segment (fire-to-base, fire-to­
retardan t) , 
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m = air tanker model, and 
j = type of operation. 

Equation 219 multi~lies hourly cost by the length of time 
flown. The significance of Eq. 218 is that when the third air 
tanker is being considered, the fire-to-base flying time is used 
to calculate the marginal birddog cost. When the fourth or 
subsequent air tanker is being considered, only the round trip 
time to the nearest retardant base is used. The marginal test 
thus become s: 

(220) if s - S < Cb, 
n-l n 

continue with the ~roposed number of air tankers. If Eq. 220 
does not hold, skip to the next model. 

Given the 11,405 trials where the model tests were passed, 
there ~ere 79,835 ~ossible numbers of air tankers that could have 
been considered (7 numbers each). Of this, only 24,900 trials or 
31.21 passed the number tests. At this point, only 4.5~ of the 
original total remains (14.61 x 31.2~) and the total computer 
time required would be about 2.7 hours. 

3) Retardant 

Since savings attributable to one retardant are not directly 
related to savings attributable to another retardant, each must 
be considered independently, as was the case for air tanker 
models. ~erefore, only a simple absolute test is possitle here. 
First, the minimum cost, including the retardant (Cr) is: 

(221) Cr = Cn + Na Crt r 

where: Cr 1 = retardant cost per load and 
r = retardant. 

If Sp < Cr, the proposed retardant is ski~ped. Of the 74,700 
possible ccm£inations that could have been tested at this point 
(24,900 additional aircraft x 3 retardants), 54,284 (73.6~) 
passed this test. This further reduced the overall total to 3.3~ 
of the original or just under 2 hours of computer time. 

4) Location of Attack 

Since a Single drop may be adequate to contain a flank, an 
absolute test for lccation of attack would have to use Cr. ThUS, 
the only useful test at this point is a marginal one, which can 
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only be made after at least two flanks have been attacked. If 
Sfx ~ S(f-1)x (the cost-flus-loss after attacking the second 
flank is less than after attacking the previous flank), then 
further testing continues. 

Of 217,136 possible trials (54,284 x 4 
passed this test (43.2%). ~he overall total 
the maximum possible number of trials. 
required at th~s peint would be 0.8 hours. 

5) Final Tests 

flanks), only 93,635 
is now only 1.4~ of 
Total computer time 

All tests to this peint have assumed one drop per aircraft. 
There is additional information available at the time of dispatch 
which will allow even finer testing. 

(222) If (Na Ph + ) > P n 1 -
Na > 3, 

(at least three air tankers have been tested, and the total 
length of line held for the number being considered (Ph) exceeds 
the length of perimeter (P», skip the proposed trial. In this 
case, the program actually returns to test additional air tankers 
to cover the possibility that with the use of water, the length 
of line held for a greater number of aircraft may be shorter than 
for the current number with retardants. 

(223) If: Rhw > Rhr r .:. 2, 

(either short-term or long-term retardants are being considered 
and the length of line held per drop for the current retardant is 
not greater than that for water), skip the proposed retardant. 
This may occur when minimum retardant depths are involved, or may 
be caused by rounding, as classes are used rather than actual 
depths. 

Finally, if Rh ~ 0 (rate of line holding not greater than 
zero); or if Rh < Ga (rate of line helding not greater than rate 
of arc growth), skip the proposed trial. 

The preceding tests incorporate behavioral characteristics of 
the specific fire being analyzed. If the four tests are passed, 
a worthwhile combination is indicated. One last test is 
performed before allowing the simulation sequence to proceed. 
The m~n1mum number of drops needed to control the flank (Ndm) is 
calculated: 

(224) Ab 
Ndm = Nd + Phd N'f + 1 
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Nd = number of drops made (if any) on previous 
flanks, 

Phd = length of perimeter held ~er drop, and 
Ndl = number of drops per load. 

Equation 224 essentially divides the free-burning arc length 
by the length of line held per drop. Note that more than one 
dro~ may be made with a Single load. If the second or subsequent 
flank is being considered, Nd accounts for the drops made on 
previous flanks. Ndm is rounded up to the next nearest whole 
numter by adding 1. If Ndrn > Na, the minimum delivery cost is 
calculated for a final test: 

(225) Cdm = Cr + (Ndm - Na) (Crt + Cf2 + Cc) 

where: Cdu = minimum cost of delivery and 
Cf z = round trip fire-to-retardant flying cost. 

Essentially, Eg. 225 adds the cost of those drops needed to 
complete the minimuu. mission in excess of one drop per air 
tanker. Finally, if Sp < Cdm, the trial is skipped. This last 
series of tests reduced the number of trials by another 22.4% 
(72,859 trials processed out of 93,825 potential trials at the 
start of the series). The cverall total number of trials has 
been reduced to only 1.1~ of the total possible number. In terms 
of computer time, the requirements have been reduced from 60 
hours to 0.7 hours. 

Once a potential combination of resources and tactics passes 
all of the preliminary tests, the simulation model uses it to 
hel~ suppress the fire. The manner in which this is done will be 
considered in subsequent sections. 

B. Retardant Delivery 

The first function to be performed by the air tanker system 
is tc deliver retardants to the fire. In the model, two aspects 
of the delivery system are of interest: the time required and the 
delivery cost. In this section, we will concentrate on 
determining the various times of interest, while costs will be 
considered subsequently. 

There are three times associated with retardant delivery: 
circuit time, flying time, and the time interval between drops. 

1) £ircuit 'limes 

There is a set of activities associated with each drop that 
is not related to flying distances or number of air tankers. 
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They are a function of the individual aircraft and the mode of 
operation. lhese times only need to be calculated once at the 
start of a run, as they do not change regardless of the operating 
environment. The four components of circuit time are: takeoff 
time, landing time, retardant loading time, and drop time. Two 
different times are possible for some of these activities, 
depending on whether a land-based or water-based operation is 
used. 

Loading time is the simplest of the four activities. For 
land-based operations, a retardant loading rate of 250 Imperial 
gallons per minute (15,000 Imp. Gal./hr.) is assumed. The land­
based loading time is therefore: 

Qa 
(226) Ttx = m 

m,l 15,000 

where: Tlx 
Qa 

m 
1 

= 
= 
= 
= 

retardant loading time, 
retardant tank capacity, 
air tanker model, and 
landtased operation. 

For water-based operations and helicopters, a loading time of 10 
seconds is assumed (0.003 hr.). 

The time for the remaining three activities is based on 
several variables ~hich are interrelated through a complex set of 
processes. A mechanistic determination of the expected time for 
each model is well beyond the scope of this project. Ideally, 
empirical observations for each air tanker being tested should be 
ottained and incorporated into the model. Such data are, 
unfortunately, not available nor was it considered worthwhile to 
conduct extensive field testing to obtain them. Since 
differences of less than a minute are relatively insignificant in 
the model, and since the average amount of time for each activity 
does not exceed five minutes, an estimate of the times involved 
was considered sufficient. 

The estimated times are based on two variables: an average 
for all air tankers and the· variation about that average 
associated with each model. A set of average times is based on 
the field work of Maloney (1972) and personal observation by the 
authors. ~hese are listed in Table 8. 

lhe times shown in Table 8 vary from one air tanker model to 
another. In general, smaller, lighter, more maneuverable 
aircraft will be atle to perform the activities more quickly than 
large, heavy aircraft. It was decided, therefore, that each 
model would be related to the overall average through the use of 
a maneuverability variablE. 
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~able 8. Average times for selected air tanker 
activities (minutes) 

Land-based water-based Helicopter 

5.0 1.5 0.5 

'i.O 1.0 0.5 

1.5 1.5 0.5 

Although aircraft maneuverability is the end result of the 
complex interaction of many characteristics, a relatively simple 
functicn was considered sufficient for the present purpose. It 
seems reasonable that maneuverability should increase as the 
design load limit of the aircraft increases. It seems equally 
reasonable that maneuverability shculd decrease as the weight of 
the aircraft increases. More precisely, maneuverability 
decreases as various "loadings" increase. That is as the weight 
which must be supported by a unit of wing surface area (wing 
loading) increases, maneuverability should decrease. Similarly, 
the fower loading (weightlhorsefower) and control loading 
(weight/control surface area) also affect the ability to 
maneuver. 

Using information published by Taylor (1938-70), the 
necessary data for computing air tanker maneuverability were 
obtained for most of the air tankers used in the study. A 
variety of other sources were used when the required information 
was not available from Taylor. These data are listed in Table 9. 

TO combine the variables listed in Table 9, it was assumed 
that each factor had equal influence on aircraft maneuverability. 
Coefficients for each variable were derived such that the sum of 
the three loadings would be approximately equal tc the design 
load factor, yielding a relative maneuverability (Rm) of 1.0 for 
the average values. The equation for Rm is therefore: 

(227) 30 G 
Rm = Lw + 2.5 Lp + 0.33 Lx 

where: G = design load factor, 
Lw = wing loading, 
Lp = power loading, and 
Lc = control surface loading. 
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Table 9 Data used to compute relative maneuverability 

i Design 
Gross Wing 1 Power Control Load Relative 

Aircraft , Weight Loading.J Loading Loading Factor Maneuverability 

, (lb) (lb/ft) (lb/hp) (lb/ftl (G's) 

A-26 35,000 63.5 10.7 219.1 2.8 .68 

AF-2 24,800 44.5 13.9 152.6 2.5 .74 

B-17 59,000 33.5 13.9 165.3 2.5 .80 

B-25 34,500 55.8 13.1 242.6 2.6 .61 

C-119 71,500 50.5 13.9 269.6 2.8 .64 

C-130 69,300 88.8 12.8 101.6 2.8 .67 

CL-215 43,500 25.4 13.6 91.2 3.25 1.38 

DC-6 107,000 66.4 13.0 224.7 2.5 .56 

DHC-2-II 5,100 21.5 12.3 64.2 3.5 1.59 

DHC-3 8,000 21.4 17.8 40.5 3.5 1.53 

DHC-6 8,400 29.8 14.4 58.3 3.5 1.52 

F7F 28,000 47.5 6.9 252.5 4.2 1.15 

G-164A 4,500 18.5 13.5 68.5 4.7 2.38 

JRM3 162,000 42.5 25.0 139.4 2.8 .70 

P2V-7 80,000 72.0 13.7 230.0 2.8 .60 

PB4Y2 64,000 63.7 18.7 209.0 2.8 .60 

PBY5A 30,500 24.3 18.1 119.8 2.7 .95 I 

S2D 6,000 18.4 13.3 74.2 10.0 2.49 

S2F 24,500 18.8 11.3 191.4 3.25 1. 20 

TBM 17,600 36.2 33.8 83.6 3.0 .74 

Average 44,200 39.7 15.3 154.0 3.2 j 

Y Main wing area only. 

]j Some "G" values are estimates as there is no published data available. 
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Values of Rm calculated with Eq. 227 are listed in Table 9. 
As can be seen, the highest values are for specially designed 
agricultural aircraft, while transport and patrol aircraft tend 
to congregate at the low end of the range. world War II fighter 
and bomber aircraft generally fall in between. overall, the 
results froduced by Eq. 227 appear to be consistent and in line 
with what would be expected. 

Applying Rm in the mcdel was relatively straightforward. 
Average values listed in Table 8 were simply divided by Rm. For 
example, takeoff time for land-baSEd operations was calculated 
with the equation: 

Tax 
(228) Tox = 1 , 1 

60 Rm 
m 

m,l 

where: Tox = takeoff time, 
Tax = average air tanker activity time, and 

m = air tanker model. 
Similarly, the remaining circuit time variables (both land­

based and water-based) were calculated by dividing each average 
by the appropriate R1l' value. The use of 60 in the denominator 
siU.fly converts the input data (recorded in minutes) to hours. 

NO attempt was made to rate the relative maneuverability of 
helicofters, as differences between models were assumed to be 
negligible. Thus, after converting to hours, the average times 
listed in Table 8 ~ere used for all helicopters. 

Finally, the total circuit time is determined: 

(229) Tex . = Tlx . + Tox . + Tdx . + TlYm . m,] m,] m,] m,] ,] 

where: Tdx = drop time, 
Tly = landing time, 

m = air tanker model, and 
j = type of operation. 

2) FI~ing Time 

Flying time is a function of distance and flying speed. 
ThUS, a new set of times must be calculated each time a new model 
is considered. Two flying times are needed by the model: fire­
to-base and fire-to-retardant. The model currently dispatches 
all aircraft from a Single central base. This frocedure is in 
accordance with current operating practices in the province of 
New Erunswick. It is a reasonable procedure for any 
administrative area not exceeding 200 miles across. Some 
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modification to the model will be required when large 
administrative units with mere than one initial attack base are 
analyzed. 

In the case of land-based operations, retardant is assumed to 
be available at the nearest usable satellite base to the fire. 
In the case of water-based operations, the nearest usable lake is 
used. 

The flying time equation is: 

(230) 
2 Dik 

Tfxk = --;::-­Sx 
m 

where: Tfx 
Di 
Sx 

k 

m 

= 
= 
= 
= 
= 

round trip flying time, 
distance, 
flying speed, 
fire-to-base (k= 1) , 
fire-to-retardant (k=2) , 
~ir tanker model. 

and 

The birddog fire-to-base flying time (Bf) is also calculated 
with Eq. 230 by substituting birddog flying s~eed (190 mph) for 
Sx. 

3) 7ime Between Drops 

The time between drops is the 
times. It is calculated each time a 
various flying and circuit time 
combination is a function of several 
the time of each drop. 

most complex of the delivery 
dro~ is made, by combining 
variables. The form of the 
circumstances ~revailing at 

a) 7he first drop 

For land-based operations, calculating the time of the first 
drop is fairly straightforward: 

(231) Tfxk + Tdx 1 
Dd = Toi + 2 m, 

where: Dd = dro~ interval and 
Toi = initial takeoff time. 

A constant value of 10 minutes (0.167 hr.) is used for Toi. 
This incorporates the time required for the pilot to receive his 
instructions, start and warm up the engines, perform his 
preflight checks, and lead the aircraft (much of which is taking 
place simultaneously). Since Tfx is the round trip flying time, 
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it must be divided ty two to obtain the required time to reach 
the drop area. Similarly, it is assumed that the actual drop 
occurs halfway through the drop cycle (lining up, making the 
drop, and pulling out). 

water-~ased operations are somewhat more involved: 

(232) 
Tfx1 + Tfx + Tdx 2 

Od = Tei + 22 m, + Ttx 2 + Tex • m, m,2 

The pilot makes his preparations (Toi), the aircraft takes off 
(Tox), flies to the lake nearest the fire (Tfxl) (assumed to be 
the same distance from the central base as the fire itself), 
picks up a load of water ~lx), flies to the fire (Tfx2), and 
drops the load (~dx). ~he division by two follows the same 
reasoning as for Eq. 23 t. 

A final adjustment is made whenever a birddog aircraft is 
used. The adjustuent requires that the first drcp not occur 
until the birddog aircraft arrives: 

(233) Od' = max COd, Bf + 0, 1) , 

The addition of 0.1 
reconnoitering the fire. 

hrs. allows time for takeoff and 

b) Subsequent drops 

For Single aircraft: 

(234) Od = Tex ,+ Tfx2' m,] 

For multiple aircraft, where the number of previous drops is 
not an even multiple of the number of aircraft dispatched: 

(235) Od = max(Tix " Tdx .). m,] m,] 

In other words, if for example, two out of three aircraft 
have dropped retardant, the only separation between drops is the 
loading or dropping time, whichever is greater. In the case 
where the number of previous drops is an even BUltiple of the 
number of aircraft: 

(236) Od' = Tex ,+ Tfx2 - Od CNa - I), 
m,] 
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If, for example Na = 3, and three (or six, or nine, etc.) drops 
have been made, the next drop will have to wait until the first 
aircraft in the grcu~ returns from loading retardant. While the 
second and subsequent air tankers are dropping retardant, the 
first is already on its way to reload, hence the subtraction in 
Eq. 236. ThE value ot Dd ottained in Eq. 235 is used as input to 
Eq. 236. 

c) Return to base 

two conditions require that all aircraft return to a base: 
endurance is about to bE exceeded or the occurrence of sunset. 
The test for aircraft endurance is: 

(237) if 

where: 

Tr Aem - (:z + Dd) > Dto 

Ae = 
Tr = 

Dto = 
m = 

aircraft endurance, 
round trip flying time to refueling base, 
time since initial takeoff, and 
air tanker model, 

all aircraft return to base for refueling. Aircraft endurance is 
one of the aircraft characteristics read in by the model. Tr is 
equated with the nearest usable airstrip fer land-based 
operations and the central base in the case cf water-based 
operations. Note that the fact that water can be picked up from 
any lake does not imply that fuel is deliverable to the same 
location. The subtraction ensures that enough time is left for a 
complete drop cycle as well as a one-way flight to the base 
before allowing another drop without refueling. The drop 
interval then becomes: 

(238) Dd = Tr + Tex .' m,] 

TO test for the occurrence of sunset before the next drop is 
scheduled, the absolute time of the next drop is calculated: 

(239) ES' = Es + Dd. 

If Es < E., the drop is scheduled and no further calculations 
are necessary. If Es > E., the aircraft returns to base to await 
sunrisE on the fcllowing day before further drcps are made. In 
this case: 

(240) Dd = Tfxl + Tdx . and m,] 
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(241) 
E == E + Dd • 

5 3 2 

Note that Cd is used to compute total flying time. It must, 
therefore, account for the return trip as well as the trip out 
the next morning. The cccurrence of the drop (Es), on the other 
hand, will occur after a one-way trip fram the base, leaving at 
sunrise. If no drops have been made before sunset, the first 
drop is scheduled to follow sunrise the next morning. In this 
case, Dd as calculated in Eq. 240 is divided by 2 (Since the 
return trip does not have to l::e accounted for) and the division 
by 2 in Eg. 241 is eliminated. 

we have now calculated the time interval between drops. The 
next step is to make the drop. 

c. RETARDANT DROP 

When retardant is dropped on a fire, a volume of liquid is 
transformed into a length of perimeter held. Relating the output 
of this transformation to the input is not a simple task. 
Although this process has been studied in considerable detail, 
much is still unknown. Despite the incompleteness of the 
available data, it was decided that field measurements and the 
generaticn of new data were outside the scope of this project. 
The model provides a framework within which the components of the 
drop subsystem are incorporated. The best currently available 
information ~as used in developing the model components. Beyond 
this, it will be left to others to provide more accurate and 
complete drop data, if such revisions are deemed necessary. 

We will consider the following aspects of the drop subsystem: 
depth of retardant required, drop patterns, length of line held, 
and selecten of the optimal drop tactic. 

1 ) De pth of Retardan t Required 

Analysis of the drop subsystem begins with the final phase of 
the process - putting the fire out. We must determine retardant 
eftectiveness in order to determine the amount required to 
suppress the fire. From the amount required, it is possible to 
determine the length of the effective drop pattern, the final 
objective ef the drcp subsystem. 

The effectiveness of water in direct suppression of low 
intensity forest fires ~as determined by stechishen and Little 
(1971) for three different fuel beds. The range of Variation 
between the fuel beds was on the order of 25~. As a result of 
this low variation, coupled with an almost complete lack of data 
with respect to other fuels, an average effectiveness was used 
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for all fuels. The slope of the boundary between their zones of 
extinguishment and reigniticn is given by: 

(242) Dr = 0.00036 I 

where: Dr = depth of retardant (water) applied (in.). 

In further studies, they determined that short-term 
retardants were an average of 40% more effective than water 
alone. 10 Grove et ale (1962) present data which indicate that 
with viscous water, 28% less volume is required to suppress a 
fire. An increased effectiveness of 30% for short-term 
retardants was used in the model. Thus, the appropriate 
coefficient in Eg. 242 for short-term retardants would be 
0.00027. Stechishen and Little also determined that long-term 
retardants were an average of 2.4 times more effective than 
water. These findings indicate that for long-term retardants the 
appropriate coefficient would be 0.00015. 

The data provided by Stechishen and Little apply to fires 
with intensity readings of less than 200 BTU/ft./sec. The upper 
end of this range is the lower end of the intensity range where 
air tankers are likely to be used. While they indicate that 
their data do not suggest any nonlinearity in the function, 
extrapolation to intensities of 1,000 BTU/ft./sec. would be 
questionable. Further, at such intensities, the depth of water 
required (0.36 in.) is beyond the practical capacity of any air 
tanker flying today.l1 Clearly, another approach to retardant 
effectiveness is required to supplement these data. 

SWanson and Helvig (1973) presented the results of a 
theoretical study of the "cocling" effect of retardants on high 
intensity fires in four broad categories of fuels. From their 
information, it was possible to develop a set of curves relating 
reduced fire intenSity after a drop to the predrop intensity, as 
a function of the guantity of retardant applied, fer each of the 
four fuel categories. The curves for long-term retardant are 
shown in Fig. 17. Values of retardant effectiveness (Er) used in 
the model are ottained directly from these curves. Comparable 
curves for water and short-term retardants were developed by 
using the relative values of the coefficients in Eq. 242. 
Admittedly, this simple relationship ignores the differential 
sheoding of liquids of different densities by convective momentum 
in high intensity fires. While the phenomenon was recognized by 
Swanson and Helvig, it remains unquantified. It ~as, therefore, 
not inccrporated in the model. 

10 Information on file at the Forest Fire Research Institute. 

11 While spots may have greater coverage, 
significant pattern length at such depths. 

there is no 
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Figure 17. Percent of original intensity after a long-term 
retardant dro{; 
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Determining the depth of retaraant require<i is relatively 
simple, given the effectiveness coefficients. Equation 242 with 
the afpropriate coefficient, is used for direct sUfpression with 
a single drop. A few limits are imposed. 

- The minimum required retardant depth for all fuels but grass 
is 0.02 inches. 

- The required retardant depth for grass is assumed to be one­
half of that fer cther fuels. 

- Retardant depth classes rather than actual depth are used in 
the model. The actual depth is rounded up to the next higher 
class boundary. Classes are: 0.00# 0.01, 0.02, 0.04,0.06, 
0.08,0.10,0.13,0.16, and 0.20 inches. 
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Double-drop suppression is handled scmewhat 
Starting at the m~n~mum depth, the post-drof 
calculated for each depth: 

differently. 
intensity is 

(243) Ir = I Er. . k 
1, J , 

where: Ir = reduced intensity after a drop, 
Er = retardant effectiveness, and 

i,j,k = retardant, fuel type (intensity class), 
and depth, respectively. 

Since mcst forest sites contain a continuum of fuels, it 
seemed reasonable to stratify the material likely to be consumed 
on the basis of the intensity potential as estimated from the 
FWI. ~here was a clear relationship between fire intensity and 
three of the fuel classes (litter, brush, and crowns) identified 
by SWanson and Helvig (1973). The three intensity classes are: 
0-500, 501-2999, and 3000+ BTU/ft./sec. Grass fires are 
separated directly, without regard to intensity. 

Starting with the lowest depth class the value of Ir after a 
drop is calculated. Then, the depth of retardant required to 
extinguish the lower intensity fire (Dr) is determined. If Dr is 
less than the depth class used to determine Ir, calculations 
stop. If not, the next higher depth is chosen and the process is 
repeated, starting with Eq. 243. 

All limits listed under Single-drop suppression also apply 
here. Note that the model does not limit double-drop suppression 
on the basis of expected time between drops. It is recognized 
that the retardation effect of the first drop would likely be 
lost after 15-20 minutes, as the fire regains its predrop 
intensity. ~he effect of the drop interval on double-drop 
suppression will be added before the next application. 

In addition, it will be noted that regardl~ss of whether one 
or two retardant drops are used in the model, the intent of 
dropping is fire suppression. It is recognized that there are 
other valid purposes for making a retardant drop. For example, 
the drop could be used to reduce fire intenSity (as in double­
drop suppression), with a ground crew providing the final 
suppression action equivalent to a second drop. Alternatively, 
the drop cculd represent a delaying action where the fire is held 
for a few minutes to provide an additional time margin fer ground 
crews. Finally, indirect rather than direct suppression could be 
used whereby the drop is made well ahead of the current 
perimeter. All these applications are somewhat speCialized, 
however, with their use highly dependent on the specific temporal 
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and spatial conditions of individual fires. To incorporate these 
tactics would require considerable additional programing. 

In the opinicn of the authors, the effort required would have 
greatly outweighed the additional knowledge gained. There are 
enough primary problems associated with analyzing simple 
suppression that there is no need to complicate the issue at this 
time by conSidering secondary questions. 

2) ~op Patterns 

Perhaps the most studied aspect of air tanker operations is 
the grcund distribution patterns obtained from a retardant drop. 
Simard (1977) lists 50 references pertaining to field 
measurements alone. Despite the volume of data, however, there 
are many gaps. Not all air tankers have been tested. Of those 
for which data is available, it is incom~lete for all but a few. 
Further, drcp speed and altitude varied between tests. Given 
this state of affairs, the problem boiled down to one of filling 
in the information gaps and modifying the data to constant and 
optimal drop conditions. 

Swanson et ale (1975) list several factors which affect a 
drop pattern in the o~en. 

- Drop height Examination of their "covexage footprints" 
indicates that maximum pattern lengths are obtained when the 
drops are made at between 75 feet and 125 feet above the 
canopy. Small loads are best at the lower end of the optimal 
range, while larger loads are better at the up~er end. For a 
given quantity drop~ed, the altitude which resulted in a 
maximum pattern length did not appear to vary Significantly 
with the retardant depth. That is, the ~attern length at all 
coverage levels was maximized at about the same drop 
altitude. At drop heights of less than 75 teet, the patterns 
tend to be short and highly concentrated. As the drop height 
increases beyond 125 feet, pattern lengths begin to gradually 
decrease. For those air tankers evaluated by Swanson et al., 
the drop altitude was chosen such that the maximum pattern 
length resulted. For almost all of the remaining air 
tankers, the drop height at which the pattern was observed 
fell within the optimal range and no adjustment was 
necessary. 

- Drop speed - The relationship between drop speed and pattern 
length is complex. As drop speed increases, peak coverage 
should tend to decrease and the pattern length at low 
coverage levels should tend to increase. After visually 
examining more than 100 drop patterns, it was concluded that 
the available data did not indicate a significant 
relationship tetween drop speed and pattern length, at the 
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speeds tested, particularly in the mid-coverage ranges. It 
was subjectively noted that as drop speed increases, the 
pattern creaks up to a greater extent due to increased 
erosion by the air stream. This cculd account for the lack 
of empirical evidence supporting a relationship cetween drop 
speed and pattern length. It might be expected that 
helicopters, with their significantly lower drop speeds 
(hence reduced erosion), would show a more pronounced 
speed/length interaction. There were not enough ocservations 
to test this possibility, however. As a result, the model 
makes no provisicn tc vary drop speed. 

- Aircraft maneuver - Diving and "tossing" the lcad generates 
effects similar to variations in drop speed. Since drop 
accuracy will be reduced by any drop approach other than 
simple horizontal flight, and since the benefits of 
nonstandard drop techniques are, at best, questionable, this 
factor is not included in the model. 

- Wind This will primarily affect the fringes of the drop 
pattern, displacing the lowest coverage levels downwind. 
Wind does not generally affect pattern length at the coverage 
levels of interest. Pattern deplacement will be considered 
under drop accuracy. 

- Retardant - High viscosity retardants tend to hold a pattern 
better than plain water. As with drop speed, the effect of 
thickners on pattern length is variable depending on the 
coverage level desired. Pattern length at the lowest and 
highest coverage levels tends to be reduced whereas the 
length in the middle of the coverage range tends to be 
slightly longer. There was sufficient empirical evidence to 
support this effect and it was incorporated in the model. 

- Sequential release More than one retardant tank 
significantly increases an air tanker's flexibility. The 
maximum length of unbrcken coverage at any desired depth can 
be greatly affected by the timing of the sequential release 
process. Lower concentrations benefit from longer intervals, 
whereas higher concentrations require shorter intervals. In 
the model, it is assumed that a pilot has an intervalometer 
available which is capable of timing sequential releases to 
within 0.1 second. 

- Slope Dropping retardant upslope should decrease the 
pattern length, while dropping downslope should increase it. 
Obviously dropping parallel to the slope should have no 
effect. Due tc a lack of topographical data, combined with a 
small effect, a slope adjustment is not included in the 
model. 
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!he first step in obtaining a standard drop pattern for an 
air tanker is to cede each measured coverage level as well as its 
distance from the tail of the drop. A separate observation is 
required for every simultaneous release combination (1, 2, 4, or 
8 tanks) of which the air tanker is capacle. Whenever 
observational data were not available fcr a particular 
combination, data for a comparable tanking system of similar 
capacity were substituted. The observations were standardized 
with the equation: 

(244) 

where: dr 
Q 

QO 
Sd 

Sdo 
c 

i 

= 
= 
= 
= 
= 
= 
= 

retardant depth, 
desired drop quantity, 
observed quantity dropped, 
desired drop speed, 
observed drop speed, 
coefficient to convert observed units of 
measurement to standard units, and 
specific observation pOint in drop 
pattern. 

While Sdo/Sd was used in the original formulation, the lack 
of sUPforting evidence for the relationship resulted in Sd = Sdo 
being used in the analysis, so that the ratio always equaled 1. 
in some cases, the cbserved quantity of retardant dropped was 
less than tank capacity. in other cases, when a sutstitution was 
required, the observed quantity differed from the tank capacity 
of the air tanker being processed. Thus, the ratio Q/Qo was used 
to relate the desired quantity to the observed quantity dropped. 

An iterative technique was used to calculate maximum pattern 
length for sequential drops. The interval between drops was 
varied from 0.0 to a maximum value in increments of 0.1 second. 
!he maximum interval was based on the time it takes the aircraft 
to fly the distance between the start and end of the lowest 
useful retardant depth in a single drop. Regardless of the 
number of sequential releases, any longer interval would result 
in gaps in the drep pattern. 

!o find the maximum time between 
distance from the rear of the pattern to 
depth (Dcr) must ce be determined: 

(245) Der = 6 (Drm, dr, rd, Np) 

releases, the closest 
the minimum required 
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Drm = m~n~mum depth required, 
dr = observed depth array - numtered from the 

tail of the dro~, 
rd = observed distances (ranges) corres~onding 

to dr, and 
Np = number of data ~oints in drop pattern. 

Function f is a linear interpolation function 'Which is 
embedded in an iterative search sequence. Since neither observed 
depths nor distances are at uniform intervals, and since the data 
varies 'With different measuring techniques, it is necessary to 
first find the ~airs of pOints 'Which are immediately higher and 
lo'Wer than the ~oint at which the interpolation is to be made. 
Once this is accomplished, a linear interpolation function is 
used to determine ~cr: 

(246) 6 = rdp - Crdp_1 - rdp) 

Cdr 1 - dr ) Cdr - Drm) 6 .:. 0 

where: 

p- p p 

p = the location in data array dr 'With the 
smallest depth which is larger than Drm. 

Similarly, by substituting an array of paired observations 
corres~onding to the head of the drop (with distances still 
measured from the tail) the farthest distance from the tail of 
the drop to the minimum required depth (Dfr) is determined. The 
number of time intervals to be tested (Tnx) is: 

(241) Dfr - Dcr 
Tnx = 0.1467 Sd + 2.5. 

The addition of 2.5 feet insures that more than enough time 
intervals are tested. The constant 0.1461 converts miles per 
hour to the distance flO'Wn in 0.1 second. The maximum distance 
to be covered by the distance search sequence (Dmx) is given by: 

(248) Dmx = 6 + Dfr + Ddx (Nt - 1) 

'Where: Ddx = distance interval between drops and 
Nt = number of tanks in the air tanker. 

Ddx is given by: 

(249) Ddx = 0.1467 Sd (Ni - 1) 
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where: Ni = numter of time intervals to be tested. 

The term Nt-l is used in Eq. 248 because the distance associated 
with the first tank is accounted for by Dfr. The addition of 6 
feet ensures that the maximum search distance is greater than the 
sum of the individual intervals (5 ft.). The term Ni-l is used 
in Eq. 249 because the first interval is 0.0 second. This is 
necessary so that initial maximum pattern lengths can be 
determined. 

The distance search sequence starts at the tail end of the 
drop ano calculates total retardant depth at 5-foot intervals by 
adding the depth contribution for each sequential release at each 
point. The depth at a particular point (dp) is given by: 

(250) 
Nr 

dp = ~ 6(dt - (i-I) Ddx, rd, dr, Np) 

i=1 

where: dt = distance from the tail of the first 
release and 

Nr = number of releases. 

The functioning of Eq. 250 can best be described with the aid 
of an example such as in Fig. 18. Assume that the distance 
search sequence is at pCint dt. In the case of the first release 
(A), i-l = 0, and the distance from the tail (dt) is used in 
functicn f. For the second release (~, the distance Ddx is 
subtracted from dt to determine the distance between dt and the 
tail of the second release. The total depth for both releases at 
pOint dt (dp2) is the sum dra + drb (Fig. 18). After processing 
dp2, the sequence advances to dt + 5, and the summation process 
begins again at the new distance. Note that dpl is the depth 
associated with dt-5 (the previously calculated dp2). 

A third iterative sequence determines whether the interval 
(dpl, dp2) ccntains either a starting or ending pOir.t fcr one of 
the 10 required depth classes (Dr). If the interval contains a 
starting pOint, the distance of the pOint from the tail of the 
first release (Os) is calculated by interpolation: 

(251) Ds = dt + SCDr - dp2) • 
(dp2 - dpl) 

If dpl = dp2, Rs is simply equated with dt. 
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Figure 18. Total retardant depth for sequential releases 

- - Dt-5 Dt Dt+5 
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DISTANCE 

Similarly, if the interval contains an ending pOint, the 
distance of the point from the tail of the first release (Den) is 
calculated with Eq. 251. If there is a break in the pattern, new 
start and end pOints are calculated as dt increases. Finally, 
the effective pattern length (PIe) at depth Dr is: 

(252) P£e = Den - Ds 

where: ~en = ending distance of effective pattern 
from tail of drop. 

The equations described in this section can be used to obtain 
pattern length for any combination of release sequences (i.e., 
two releases, one tank at a time; four releases, two tanks at a 
time, etc.). A se~arate computer program (PATERN) 12 was written 
which iteratively determines the optimum drop interval and 
pattern length. Since pattern lengths for four and eight 
releases are simply additive combinations of single and double 
releases, the fermer were not determined separately. Rather, in 
an effort to save storage space, they were determined within the 
model itself. 

12 See Simard et ale (1977). 
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Before leaving the drop patterns, a final note en the type of 
results generated by Eq. 244-252 is in order. As the interval 
between releases increases, greater concentrations become 
qiscontinuous while the effective pattern lengths for lower 
depths generally increases. This .cehavior can be seen in Table 
10, which shcw.s the optimum release interval versus pattern 
lengths for the CL-215. 

~able 10. Optimum release interval versus pattern lengths 
fer the CL-215 using two tanks 

J:epth Pattern Release Distance 
required length interval travelled 

(in. ) (ft.) (sec. ) (ft. ) 

0.01 632 1.8 317 
0.02 526 1.5 264 
0.04 409 1.2 211 
0.06 309 0.9 158 
0.08 228 0.6 106 
0.10 179 0.5 88 
0.13 113 0.4 71 
0.16 84 0 .. 3 53 
0.20 51 0.2 35 
0.25 18 0.0 0 

3) Lcrngth of Line Held 

The next task of the model is to combine the required 
retardant depth with the drcp patterfls to obtain the length of 
line held for various drop tactiCS (release sequences). This is 
done in two steps. First, the length of line held in the open is 
determined. Second an adjusted length, incerporating accuracy, 
canopy interception, and retardant effect is calculated. 

a) Pattern length in the open 

'lhe length of perimeter held for 10 required retardant depth 
classes is available to the model for each air tanker. There is 
a separate entry for each number of tanks that can be released 
simultaneously (1, 2, 4, or 8) for both single and sequential 
releases. In other words, for a Single-tanked aircraft, t~o 
pattern length arrays are stored, while for t~o tanks, four 
pattern length arrays are required. Similarly, for four- and 
eight-tanked aircraft, six and eight pattern arrays respectively, 
are required. while this may appear to be a significant amount 
of data to store, it sheuld be noted that for 1-, 2-, 4-, and 8-
tanked aircraft, there are 2, 6, 12, and 20 possible effective 
pattern lengths, respectively. 
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An array of pattern lengths for every possible release 
combination is calculated twice: once for single-dro~ suppression 
and once for double-drop suppression (one drop directly on top of 
another). Two sets of equations for effective pattern lengths 
are required, de~ending on whether the first or a subsequent drop 
is being ~rocessed. ,In the case of the first drop, most release 
combinations do not require that the overlap between drops be 
considered. Hence, in most cases, the recorded pattern lengths 
may be used directly. 

TO calculate the pattern length for all ccmbinations of 
release sequences, we begin by defining n as the number of tanks 
released siuultaneously, k as the total number of tanks released 
in a drop, and d = ~r. For the first drop we have three possible 
states. For a single release (k = n), the equation is: 

(253) pied,n,1 
Pin k = ---:;--""-, Ns 

where: 1 = single release. 

Since Fartial release data are stored for multi-tanked aircraft, 
Eq. 253 applies to all single releases. For example, a salvo 
drop for a two-tank aircraft does nct differ from a two-tank 
salvo drop from a four-tank aircraft in terms of the procedures 
used to calculate Pl. 

For a sequential release (k = n/2), the form of Eq. 253 is 
retained, with a few subscript changes: 

(254) Pied,k,2 
Pi = ---,.:-''---.!.-n,k Ns 

where: 2 = sequential release. 

The two preceding equations account for seven of the ten 
possible dro~ combinations. They account for all cases where the 
input data can be used directly. Four- and eight-tanked aircraft 
have additional flexibility in that they can generate multi­
release sequences. Since multi-release data are not stored, two 
pattern lengths must be combined to calculate PI when three or 
more releases are made. Thus, for k > n/2: 

(255) Pi m(Pied k 2 - Pied,k,l + pied,k,l 
n,k ' , 

where: 
k 

m=-- 1. 
n 

Ns 
~ > 4 
k-
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Essentially, Eg. 255 adds one pattern length afflicable to a 
single drop and m lengths a~~licable to a second dro~. In other 
words, for eight tanks released one at a time, m = 7; whereas for 
four tanks released one at a time or eight tanks released two at 
a time, m = 3. Since the second drop overlaps the first, the 
effective length will be greater because retardant depths between 
the required amount and one-half that value will be adequate when 
the twc patterns are combined. To obtain a pattern length with 
overlapping, the single-drop pattern length is subtracted from 
the pattern length for a double release. 

All subsequent drops use a combinative form of equation to 
calculate PI: 

(256) 

Equation 256 is used for every release combination after the 
first drop. 

The final operation in the "line held in the open sequence" 
is calculating the relative effective pattern length. This 
variable is not required by the model, but it is useful in 
applying the results to field ccnditions. The percentage 
overlap, which is calculated from relative length, indicates 
where the aiming point should be to achieve results comparable to 
those generated by the computer. To compute relative length, 
Egs. 253-256 are executed twice. On the first iteration, a 
required depth of zero is used to octain the full pattern length 
(Plf). On the second pass, the required depth is used to obtain 
effective pattern length (PI). Relative pattern length (Lr) is: 

(257) PR- k n, 
Lr = PH 

n,k 

To this point, we have calculated an array of lengths of line 
held in the open for all release sequences. The model must now 
adjust these values for conditions on the fire site. 

b) Pattern length adjustments 

The model considers three factors which affect effective 
pattern length. Two affect the drop pattern directly: canopy 
interception and retardant viscosity. The remaining factor, drop 
accuracy, has an indirect effect, in that it causes part or all 
of the drop to be ineffective due to inccrrect placement. 
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i) drot' accuracy 

A retardant drop which m~sses its intended target is not as 
effective as a drof which is froperly located. Unless the drop 
lands entirely within the fire area, it can be made partially 
usable by modifying the lccation of subsequent drops to tltie it 
in. II Such action, in fact, commonly takes place in the field. 
In all cases, however, unless the drop is exactly one pattern 
lenth "long," some part of the pattern will have tc be duplicated 
by a subsequent drc~. 

The potential significance of drop accuracy was first noted 
by Vaux (1964) who concluded that placement accuracy was the most 
significant factor affecting the effectiveness of an air tanker 
drop. Quintilio and Anderson (1915) found that only 40% to 60% 
of all drofs hit a prearranged target. They suggest, however, 
that field observaticns on fires indicate a greater degree of 
effectiveness than shown by their experimental data. Quintilio 
and Anderson (1916) use accuracy percentages of 15% to 80% for 
fixed-Wing air tankers in a recently develofed sireulation model. 
La Mois (1961) developed a table indicating the feasibility of 
hitting a target as a function of pattern size. High success 
probabilities (90% and higher) were associated with drof errors 
(mean distance from target) of not more than 20% to 25~ of the 
total pattern length. SWanson et ale (1915) list a set of 
"probal::ility of hit curves" which are related to fattern length 
and drop height, but they do not indicate how the curves were 
derived. In their curves, success probabilities increase with 
increasing pattern length, and decrease with increasing altitude. 

All of the above measure the probability of a drop either 
hitting or missing a target. Such a factor could be accommodated 
in a simulation model l::y the use of a random number generator to 
generate hits and misses. As suggested in the initial discussion 
on drop accuracy, however, the real world operates in a somewhat 
different fashion. A drop which is a "half load long" can be 
tied in by dropping half a load in the gap and nothing has been 
lost. Conversely, a drop which is short of the intended target 
will waste all of the unnecessary overlaf with the ~revious drop, 
as will all drops which overshoot the target by a distance which 
is not exactly fillable by releasing some combination of the 
availatle tanks. 

The actual process of tying in drops was considered too 
detailed and cumbersome to model. Further, it was felt that the 
generation cf random errors would not contribute anything that 
could not be deduced from the use of a uniform reduction applied 
to all drops. It remained, therefore, to determine the average 
reduction in pattern length that would result from the 
accumulation of a series of drop errors. 
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SWanson et ale (1975) list 10 factors which affect drop 
accuracy. 

target identification 
ground speed 
altitude 
aiming error 
pilot reaction time 
true line of flight 
trajectory variatility 
J::allistic errors 
wind 
equipuent response time 

Two of the factors (trajectory variability and ballistic 
errors) are ignored in the model as there is little or no data 
available and they are felt to have only a minor effect. 
Further, it was decided that "cross-range" drop errors would not 
be included in the model because they should be significantly 
less than "range" errors. In addition, ~ttern ~idths are 
greater than necessary by a large enough amount to accommodate 
most lateral drop errors without leaving gaps in the sequence of 
patterns. ~hus, the true line of flight does not have to be 
considered. Finally, in addition to the above, a maneuverability 
factor was added to reflect differences in aircraft response to 
pilot corrections. 

The variables were recombined.into five accuracy variables 
which, when summed and adjusted by a binominal probability (b), 
yield the total expected errcr inherent in a retardant drop: 

(258) Et = b (Ex + Etr + Ef + Ew + Em) 

where: Et = total drop error, 
Ex = error due to target identification 

uncertainties, 
Etr = error due to pilot and equipment reaction 

time, 
Ef = error due to aircraft flying errors 

(speed and altitude) , 
Ew = error due to wind, 
Em = error due to aircraft response time, and 

1: = binominal probabili ty. 

Values for the error variables as well as for b will be 
discussed subsequently. Incorporating Et into the expected 
length of line held in the traditional manner (a percentage of 
the total pattern length) is unnecessarily cumberscme. In fact, 
the a1:solute error does not change regardless of effective 
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pattern length. The a1m1ng point is changed if, for example, 
only half the pattern is effective, but the average error 
associated ~ith attempting to hit a single target remains 
constant. This also apflies to sequential releases, in that only 
one target is aimed at. Thus, the model simply subtracts the 
expected error frcm the effective pattern length as each drop is 
made. Obviously, this technique will cause the model to favor 
sequential releases over sefarate drops, as sequential releases 
will minimize the loss due tc drop error. 

In establishing values for the drop error variables, an 
assumftion was made that the pilot is, in fact, aware of the 
factors ~hich cause drop errors and is making an effort to 
compensate. Thus, for example, in a case where wind would cause 
the drop to drift 50 feet from the target, the pilot should 
attempt tc compensate for drift. The actual error would, 
therefore, be a compensation error rather than a total error. In 
the model it is assumed that it is possible to estimate required 
corrections with an accuracy on the order of ± 20~. 
Inexperienced pilots will not be able to achieve such accuracy, 
with average drof errors on the order of two or three times 
greater than experienced pilots. It was not the purpose of the 
initial study to investigate the effect of pilot experience. In 
future applications, air tanker system response to accuracy 
variations will be analyzed. 

The target identificaticn error (Ex) is likely to fall in the 
range of from 0 to 50 feet. An average error of 20 feet was 
assigned to this variable in the model. This is based primarily 
on field observaticns made by the author while observing air 
tanker drops from the air. 

!he error associated with reaction time consists of two 
components: human reaction to complex stimuli and the time 
required for the drop mechanism to open the tank doors. 
MCCormick (1970) found that when subjects were asked to respond 
to a simple stimuli such as a flashing light, 80~ of the 
reactions were completed within 0.25 second. He further found 
that complex stiUouli required an additional 0.2 second. Since 
target identification certainly falls within the realm of complex 
stimuli (aircraft vibrations, smoke, canopy obstructions, etc.) a 
total human reaction time of 0.5 second is assumed in the model. 
Linkewich (1973) notes that the tanking system normally requires 
an additional 0.5 seccnd to react to the release button being 
pushed by the pilot. ThUS, an average reaction time of 1.0 
second is used in the model. using the previous assumption of an 
average error of 20% in estimating the correction required, the 
reaoticn error (Etr) is given by: 

(259) Etr = 0.2 Sd. 



-147-

Values of Etr fcr each aircraft are listed in Table 11. The 
average reaction error is 35 feet. 

Flying speed errors (Es) are incorporated as follows. 
Neglecting the effect of drag for the moment, we can use a 
standard free-fall equation, such as gi.ven by Resnick and 
Halliday (1966): 

(260) y = Vot - 1 2 
2 gt 

where: y = free-fall distance, 
Vo = initial velocity, 

t = free-fall time, and 
g = acceleration due to gravity, 

to ottain the free-fall time by solving for t. By sUbstituting 
Va = 0 at t = 0 and y = -100 feet (the av'&rage drep height or 
free-fall distance) we obtain t = 2.5 seconds. Multiplyi.ng Sdby 
2.5 yields the horizontal distance travelled by the drop before 
reaching the ground. 

Visual examination of "coverage footprints" developed by 
Swanson et ale (1975) suggests that wken dropped from altitudes 
of atout 100 feet, almost all of the forward momentum 'Of small 
drops has been dissipated by the time the retardant rEaches the 
ground. Fer larger leads (on the order of 1,000 gallonS) 201 te 
25~ of the fcrward momentum is still evi.dent after a l'G.o-feot 
free-fall. 'rhus, the average forwar,d velOCity of a 10a<11s (1 + 
0.2)/2 or 6.o~ of the initial drop speed. Based on data for a 
series of drop tests provided by Hodgson (1967), pilets are able 
to keep their aircraft within ± 10~ of the intended drop speed, 
with an average error on the order of 5S. By combining the free­
fall time (2.5 sec.), the average ferward velocity percentage 
(60S), and the expected drop speed errer (5~), we have: 

(261) Es = 0.075 Sd. 
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Table 11 Air tanker drop errors 

Aircraft Sd Etr Es Eh Ef Em Et l .! Et 
(fps) (IT) (ft) (ft) (ft) (ft) (ft) (ft) 

A-26 205 41. 0 15.4 10.2 25.6 14.7 101.3 40 

AF-2 185 37.0 13.9 9.2 23.1 13.5 93.6 37 

B-17 
I 

185 37.0 13.9 9.2 23.1 12.5 92.6 37 

B-25 200 40.0 15.0 10.0 25.0 16.4 101.2 40 

C-119 200 40.0 15.0 10.0 25.0 15.6 100.6 40 

C-130 220 44.0 16.5 11. 0 27.5 14.9 106.4 43 

CL-215 160 32.0 12.0 8.0 20.0 7.2 79.2 32 

DC-6 200 40.0 15.0 10.0 25.0 17.9 102.9 41 

DHC-2-I1 110 22.0 8.2 5.5 13. 7 6.3 62.0 25 

DHC-3 115 23.0 8.6 5.8 14.4 6.5 63.9 26 

DHC-6 125 25.0 9.4 6.2 15.6 6.7 67.3 27 

F7F 185 37.0 13.9 9.2 23.1 8. 7 88.8 36 

G-164A 115 23.0 8.6 5.8 14.4 4.2 61.6 25 

JRM-3 185 37.0 13.9 9.2 23.1 14.3 94.4 38 

P2V-7 200 40.0 15.0 10.0 25.0 16.7 101.7 41 

PB4Y2 I 220 44.0 16.5 11.0 27.5 16.7 108.2 43 

PBY5A 150 30.0 11.2 7.5 18.7 10.5 79.2 32 

S2D 130 26.0 9.8 6.5 16.3 4.0 66.3 26 

S2F 185 37.0 13.4 9.2 23.1 8.3 88.4 35 

TBM 185 37.0 13.9 9.2 23.1 13.5 93.6 37 

: 

I 
Average 173 34.6 13.0 8.6 21.6 11.4 87.6 35 

1/ Without wind effect. 
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Altitude errors affect the duration of free-fall of the drop. 
From data provided ty Hodgson (1967), ~ilots are consistantly 
able to fly within ±10 feet of the desired dro~ altitude under 
ideal conditions (an open field coupled with a helicopter to mark 
the altitude). Under field conditions, the range of error is 
likely to be on the order of ± 25 feet. At an average drop 
height of 100 feet, this error would alter the free-fall time by 
± 0.3 second. Assuming an average drop height error of 15 feet, 
we have an average free-fall time error of 0.2 second. When this 
is multiplied by the average velocity at the time the retardant 
reaches the ground (0.25 Sd), the average drop height error is 
obtained: 

(262) Eh = 0.05 Sd. 

Finally, the flying error (Efl is the sum of the speed and 
altitude errors: 

(263) Ef = Es .... Eh. 

Values of Ef are given in 'lable 11. The average tlyingerror is 
22 feet. 

Placement errors resulting from wind stem from two variables: 
wind estimation errors and drift. Since winds are normally 
estimated with an accuracy of 5 m.p.h., the maximum possible 
estimation error is 2.5 m.p.h. The average estimation error is, 
therefore, 1.25 m.p.h. During the 2.5 seconds of free-fall, this 
error will result in a constant placement error of 4.5 feet. The 
drift error can be calculated by simply multi~lying the free-fall 
time by the wind speed. Again, assuming that the pilot can 
estimate the ~roper correction within 20J, we have: 

(264) Ew = 4.5"" 0.75 W. 

At a wind speed of 10 m.p.h., Ew equals 12 feet. 

Finally, a maneuverability coefficient was introduced into 
the equation to reflect differences between aircraft in their 
ability to respond to last minute adjustments made by the pilot. 
An average error of 10 feet was associated with aircraft 
response. Thus: 



(265) 10 
Em = Rm • 
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In summing average values for the five error variables, we 
have a total error of 88 feet. Needless to say, pilots generally 
achieve greater accuracy than this value suggests. It should be 
obvious, however, that we are dealing with five independent 
variables, each of which can result in overshooting or 
undershooting the target. In essence, we are dealing with a 
binomial probability distribution with six possible outcomes: 
all errors are in the same direction (5,0 and 5,5); four in one 
direction and one in the of po site (5,1 and 5,4); or three in one 
direction with two in the other (5,2 and 5,3). USing an equation 
for binomial frobability (b) given by Freund (1971): 

(266) 
( 

n) x n-x b (x,n,p) = x p (l-p) 

where: x = number of errors in one direction, 
n = total number of errors, and 
p = probability of error in one direction, 

the probability of each of the preceding outcomes was determined, 
along with the expected value of the distri~ution. The 
calculations are summarized in Table 12. 

'Iable 12. Expected total error using a binomial distribution 
for five independent errors 

I(n - 2xl/nl Pin - xl/n 

P (5, 0) = 0.03125 (x 2) = 0.0625 1.0 0.0625 

P (5, 1) = 0.1562 (x 2) = 0.3124 0.6 0.1875 

P {5, 2) = 0.3125 (x 2) = 0.6250 0.2 o. 1250 

iTOTAL 1.0000 0.3750 

Since tbe bincminal distribution is symetrical, we only need 
to calculate the outcome for one-half of the distribution and 
double the result. Assuming equal values for each of the error 
variables, the quantity len - 2x)/nl yields the percentage of the 
total error in one direction for each outcome. Note that (5,1) 
yields the same error in the 0fPosite direction tc (5,4). The 
absolute value yields the proper result, regardless of which half 
of the distribution is used for calculaticn. When this is 
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multiplied by the probability of the occurrence of the outcome 
and the results summed, the expected value of the binomial 
distribution is obtained. Thus, the expected distance of the 
center of the drop from the target will be 381 of the total 
error. In other words, a drop will miss its intended target by 
an average of 33 feet (0.38 x 88). 

The pattern length (PI) obtained frcm Eqs. 253-256 is 
adjusted for drop accuracy, yielding perimeter held per drop 
(Phd): 

(267) Phd = pi - Et - 2 - 0.3 W. 

Values of Et (without the wind effect) listed in Table 11 are 
used in Eq. 261. 'the term (2-0.3 W) is approximately 38" of the 
wind effect given in Eq. 264. 

In general, it can be seen in Table 11 that as wind speed or 
drop speed decrease, or maneuverability increases, drop accuracy 
will increase. Target estimation and reaction time errors are 
assumed to be constant for all conditions. After summing these 
errors, it can be seen that under no-wind conditions, the 
smallest aircraft (the DHC-2-II and the G-164A) have the lowest 
expected error - 25 feet. Conversely, the largest expected error 
(45 feet) is associated ~ith large aircraft with high drop speeds 
(the C-130 and the PB4Y2). When the effect of wind is 
incorporated, the upper end of the range of expected drop errors 
(Et) is increased to 10 feet. Et forms a lower limit for 
effective pattern lengths, as any length less than Et will be 
reduced to zero. 

ii) cancEY interceEtion 

One of the uost important, yet least studied aspects of 
dropping retardants is canopy interception. The relative 
importance is suggested by the limited drop tests made over a 
variety of forest canopies. As little as 101 of the quantity 
recovered in the open was recovered under a mature dense hardwood 
canopy, while as u.uch as 801 ~as recovered under an open slash 
pine forest (Story et al (1959) and Johansen (1964)]. Grigel 
(1911) reported an average relative recovery of 451 in a 
lodgepole pine stand and 60" in a spruce-aspen stand. Stand 
recovery percentages for 200 Imp. Gal. drops averaged SOl of that 
in the open, while 400 Imp. Gal. drops averaged 601. Pattern 
lengths in the stands ranged from a high of 951 of the pattern 
length in the open, at low concentration, to nil, at 
concentrations approaching the maximum useful depth l3 • 

-------------------
13 Maximum useful depth was arbitrarily defined for this 

analysis as 50 feet of pattern length to avcid anomalies 
created by the extreme peaks found in most patterns. 
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It was clear from exau~n~ng the limited available data that 
stand and canopy characteristics were significant factors 
affecting interceftion. In addition, the quantity dropped and 
the depth required also had an effect. Following this reasoning, 
canopy interception contains two components: the stand and the 
drop. 

The first step in developing the drop component was deciding 
which data or ccmbinations of data to use. That problem was 
resolved by noting that Grigel plotted contours to a depth of 
0.15 in., while the data of Story and Johansen stoffed at a depth 
of about 0.04 in. Further, the stands used by Grigel were felt 
to be closer to a hypothetical average for all stands, while the 
hardwood and slast pine data were considered more representative 
of the limits of the range. 

Development of the canopy interception component began by 
plotting profiles for typical drops in the open and in a stand. 
The results are shown in Fig. 19. Then, average pattern length 
in a stand, as a percentage of the length in the open, was 
plotted for two types of stands (lodgepole pine and spruce-aspen) 
for all observed depth contours (Fig. 20). These two sets of 
data were averaged to obtain the basic canopy interception 
function (heavy line in Fig. 20). To incorporate the effect of 
various quantities of retardant dropped, the maximum useful 
retardant defth for various quantities dropped was obtained by 
averaging all available drop pattern data. 'Ihe results are 
plotted in Fig. 21. 

Figure 19. 'Iypical drop pattern profiles 
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Figure 20. Average retardant pattern length under a canopy 
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This was followed by plotting average recovery 
from three sets of data for 200 and 400 Imp. Gal. 
hypothetical curve was drawn through these two 
extrapolated in both directions (Fig. 22). 

0.10 

percentage 
drops. A 

points and 

Beyond a reasonable assumption of nonlinearity, the curve 
itself is entirely subjective in the extrapolated regions. There 
is simply no data available in these regions. In fact, given the 
two available data points, the inherent error in Fig. 22 is not 
likely to be as large as might be suspected. The extrapolation 
to lower quantities extends for only a short distance. With 
respect to greater quantities dropped, the curve must be 
somewhere atove 60~ and below 100~ and any reasonable 
extrapolation should be within ± 101 of the true function. 
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Figure 21. Maximum useful retardant de~th 
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In the final step, relative pattern length under a canopy for 
a 400 Im~. Gal. drop (heavy line in Fig. 20) was replotted (Fig. 
23) as a function of the percentage of the highest useful contour 
(heavy line). The fercent recovery as a fUnction of quantity 
dropped (Fig. 22) was applied to the 400 Imf. Gal. curve plotted 
in Fig. 23. It was applied at the pOint where the relative 
pattern length equaled the percentage recovery for a 400 Imp. 
Gal. drop (60%). This occurred at the point where depth/maximum 
useful depth (Fig. 23) = 0.44. 
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Figure 22. Percent of retardant recovery under a canopy 
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The series of ~oints were used to determine the relative 
poSition for curves a~~licatle to lesser and greater quantities 
of retardant released. By assuming a constant relative poSition, 
a family of curves was develo~ed (Fig. 23) relating the length of 
line held under a canopy to: the length held in the open, percent 
of maximum useful de~th, and quantity dropped. Finally, the ten 
required de~th classes were converted to a ~ercentage of the 
maximuu. useful contour for each quantity dropped and 
corresponding values for the dro); component of canopy 
interce~tion (Cd) were read off the appropriate curves in Fig. 
23. lhese values are listed in Table 13. 
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Figure 23. Relative retardant pattern lengths under a canopy 
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The stand component (Cst) was divided into three 
subcomponents: age, stocking, and species. Age and stocking 
were combined into a single table. Anderson (1974) presents data 
for the fraction of a droF transmitted to the ground as a 
fUncticn of stand age in Douglas fir. Su~jective stand 
descriFtions were associated with his three age curves: 20 
years = young growth, 50 years = pole timber, and 100 years = sa~ 
timber. In additicn, a fourth curve (reproduction) was added to 
comFlete the spectrum. The fraction transmitted to the ground at 
the midFoint of the crown radius was taken as the transmission 
value for a fully-stocked stand. These values were then 
increased by 0.1 for understocked stands and decreased by 0.1 for 
overstocked stands. The relatively small adjustment reflects the 
subjective assumption that stands will naturally tend towards a 
fully-stocked condition. Transmission values are given in Table 
14. 
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'Iable 13. Relative pattern length under a canopy (Cd) 

Retardant depth (in.) 

Quantity 
Released 0.00 0.01 0.02 0.04 0.06 0.08 0.10 0.13 0.16 0.20 
(Imp. Gal.) 

100 0.68 0.70 0.28 0.00 

200 0.73 0.88 0.72 0.30 0.00 

400 0.78 0.95 0.90 0.63 0.40 0.18 0.00 

800 0.86 0.93 0.95 0.85 0.72 0.58 0.47 0.25 0.00 

1600 0.93 0.95 0.98 0.94 0.92 0.85 0.80 0.71 0.64 0.50 

Table 14. Relative retardant transmission throu9h a canopy 

Saw timber ~ you~ growth Reeroduction 

Under stocked 0.40 0.55 0.70 0.90 

Fully-stocked 0.30 0.45 0.60 0.80 

Overstocked 0.25 0.35 0.50 0.70 

From the stand pictures and descriptions given by Grigel, the 
stands from ~ch his data were derived most nearly fall into the 
under- and fully-stocked categories. His recovery percentages 
(40-60X) suggest that either the pole or young growth category 
(fully-stocked) could be used as the standard. In the current 
version of the model, fully-stocked young growth (0.60) was 
chosen as the standard. In subsequent applications, the 
transmission percentage 0.50 will be used as the standard. The 
transmission data in Table 14 were converted to relative 
interception by dividing the standard transmission fercentage by 
the percentage intercefted by each category. The results are 
shOwn in Table 15. 
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Table 15. Relative retardant interception by a canopy (Cst) 

(0.50 used as standard) 

Saw timber Pole Youna arowth Reproduction 

Understocked 1.25 .90 0.70 0.55 

Fully-stocked 1.65 1.10 0.85 0.65 
I 

I Qverstocked I 2.00 1.45 1.00 0.70 

The implicaticn of the data presented in Table 15 is that in 
open stands less retardant will be intercepted, whereas denser 
stands will intercept a higher percentage of the drop. 

The last variable to be considered is the relative difference 
in canopy retardant retention between species. Using data 
presented by Zinke (1967) (in Swanson and Helving 1973), the 
absolute amounts of rainfall retained in the various canopies of 
interest were obtained. These are listed in Table 16. 

Table 16. Rainfall retention in forest canopies (Fps) 

Amount retained Relative retention 
• (in. ) 

Jack pine, Southern pine 0.01 0.20 

White, Red, ~onterey pine 0.025 0.55 

Pondercsa pine 0.04 0.85 

Hemlock, Balsam fir 0.03 0.65 

Douglas fir 0.06 1.25 

I Spruce, Cedar, Fir 0.12 2.50 
i 
Birch, Poplar 0.025 0.55 

'Mixed wood 0.04 0.85 

Maple, Oak, Eeech 0.075 1.60 

Average 0.047 

The relative rainfall retention listed in Table 16 was 
incorporated into the model in the form of a species parameter 
(Fps). It was used to adjust values obtained from Table 15. 
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species not shown in 
extrapclation using 

Table 16 
the most 

were ottained by 
nearly comparable 

lotal canopy interception (ei) is given by: 

(268) Ci = (1 - Cd) Cst Fps' 

Note that Cd is in terms of transmission through the crowns, 
while Cst and Fps are in terms of canopy retention, hence the use 
of l-Cd. Finally, perimeter held ~er drop under a canopy (Phd) 
is given by: 

(269) Phd' = Phd (1 - Ci) Ci < 1. 

iii) retardant effect 

To determine the effect of thickeners en pattern lengths, 
data for four air tankers (CL-215, DC-6, B-17, and S2F) listed ty 
SWanSOn et ale (1975) were examined. The average ratio of the 
pattern length for water, divided by the length for thickened 
retardants was tabulated for various depth classes and quantities 
released. Although differences in the performance of gum and 
clay thickeners in canopies has been noted by Vaux (1964) and 
Newstead l4 , this has not been included in the model, due to the 
lack of quantifiable information. The final results, after a few 
anomalies were smccthed are listed in Table 17. 

Table 17. Relative water/thickened retardant pattern lengths 

oeEth Class 

Quantity 
released 0.00 0.01 0.02 0.04 0.06 0.08 0.10 0.13 0.16 0.20 
(Imp. Gal.) 

100 1.02 1.00 .90 .85 .80 .75 .75 .75 .75 .75 

200 1.00 1.06 1.03 .90 .85 .80 .75 .75 .75 .75 

400 0.99 1.00 1.07 .95 .90 .85 .80 .75 .75 .75 

800 0.98 .99 1.00 1.09 1.08 .98 .85 .80 .75 .75 

1600 0.97 .98 .99 1.01 1.05 1.06 1.08 1.06 .94 .90 

14 R. Newstead, Northern Forest Research Centre, canadian 
Forestry Service, Edmonton, Alberta, personal communication. 
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The value 0.75 is used in those portions of 'Iable 17 where 
there is little effective ~attern simply to prevent a division by 
zero in the model. As can be seen in Table 17, the mid-depth 
rang~s tend to be slightly increased in length (10' or less) when 
water is used. Conversely, the high and low ends of the depth 
class range tend to have shorter pattern lengths ~hen water is 
used. The effect becomes more pronounced (20%) as the maximum 
useful depth is approached. Due to the relatively small effect 
in the range cf interest (± 10%) a statistical evaluation of 
Table 17 was not ccnsidered worthwhile. A similar trend was 
noted in the data ~rovided by Grigel (1971). Although these data 
were not included in this analYSiS, it provides subjective 
support for the general trends evident in Table 17. 

When thickened retardants are used, the effect is included ty 
sirrply dividing the pattern length per drop by the a~propriate 

retardant adJustment (Rax) from Table 11: 

(270) Phd 
Phd' = 

Rax .. 
1,J 

where: i = quantity dropped class and 
j = depth class. 

With the calculation of the length of" perimeter held per drop 
for all drop tactics, the model has almost completed the dro~ 
sequence. It remains only to select the appropriate drop tactic. 

iv) droE tactic selection 

At this pOint, the model has from 2 to 20 possible drop 
sequence options, depending on the number of tanks in the 
aircraft. It was initially intended that the decision criteria 
for selecting a specific drop tactic would be the same as for the 
selection of resources and suppression tactics - the minimization 
of cost-pIus-loss. It quickly became apparent, however, that 
this ~resented a formidatle logistics problem in that the number 
of combinaticns to be tested by the model would increase by a 
factor of about 10. Further, the usefulness of the information 
provided by this extra effort is certainly debatable. 

For these reasons, it ~as decided that the drcp component of 
the model wculd o~timize internally. That is, drop tactic 
selection would be based on productivity maximization rather than 
cost-pIus-loss minimization. Since it is highly unlikely that 
the lowest cost-pIus-loss would result from a drop tactic that 
did net maximize ~roductivity, this is felt to be a reasonable 
apfroach. 
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To calculate '};:roductivity (the rate at which perimeter is 
held), the model first calculates the number of drops that can be 
made with the full retardant load, given the number of tanks 
involved in each release sequence. This is necessary because 
when a partial load is sufficient to contain a flank (or one­
third of the perimeter), the partial load is selected. The 
remaining retardant is dro};:ped on the fire in the same manner as 
the initial };:artial load. In other words, if a two-tank sequence 
satisfies initial mission requirements, the entire load is 
dropped in a series of two-tank releases. The number of drops 
from a single load (Ndl) is given by: 

(271) Nell = ~ Ntp 

where: Ntp = number of tanks associated with partial 
load. 

The average time interval between drops COda) is: 

(272) Tfx2 + Tcx . + Tdx . (Nell - 1) 
Dda = m,J m,J 

where: 

Na Ndi 

m = air tanker model and 
j = operation. 

When Ndl is greater than 1, the extra time required for the 
separate dropping of each partial load must be added to the 
flying time. Air tanker productivity (perimeter held per hour -
Phh) is, therefore: 

(273) Phh = Phd. 
Dda 

Since each drop includes a loss for drop accuracy as well as 
increased flying time for dropping partial loads, the model will 
select that tactic or release sequence which minimizes the number 
of drops. In other words, full loads will be dropped unless a 
partial load is sufficient to com};:lete a missicn. The primary 
purpose of the test is to compare sing le- and double-drop 
suppression, in that at high fire intensities, twc partial loads 
dropped on the samE target might be more effective than one full 
load. 

Having selected the drop tactic which max~m~zes productivity, 
the percentage overlap tetween drops (pO) is calculated: 

(274) po = 10 (1 - Lr) + 1. 
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The overlap is simply that portion of the pattern which is 
ineffective. Multiplication by 10 stratifies the overlap into 
ten classes (0-9) while the addition of 1 shifts the classes to 
the right (1-10). 

Finally, the minimum number of drops needed to complete the 
current mission (Ndm) is determined, using Eq. 224. The model 
now proceeds to make a drop on the fire. 

D. Suppression 

By the time that air tanker suppression is considered by the 
model, all that remains is to place the drop at the appropriate 
location on the fire perimeter and tabulate a few production 
variables. 

1) Making a CroE 

Ihc first step in making a drop is to determine where to put 
it. The model has the built in capability of ccntrolling any 
combination of flanks selected by the user. With minor 
modifications, it could change the order of fighting the flanks 
as well as the direction of attack (clockwise vs. 
counterclockwise). The discussion will be limited, however, to 
the standard attack used in the production run. 

Referring to Fig. 9, ~ir tankers begin dropping retardant on 
the head of the fire in a clockwise direction, at the 
intersection of the head and flank. After the head has been 
contained and if further air tanker activity is warranted, flank 
2 is attacked, in the same direction. Frem there, the attack 
shifts to flank 3, in a counterclockwise direction. Finally, the 
rear of the fire is attacked, also in a counterclockwise 
directicn. 

A flank will be skipped if it has been ccntrolled by ground 
crews before air tankers start to drcp retardant. If this 
happens on the head of the fire, no drops are made at all, since, 
if the head is contrclled by ground crews before a drop can be 
made, it is highly unlikely that dropping on a flank will provide 
any significant benefit. Drops are made on a flank where ground 
crews are ~orking (in either direction) if there is some 
uncontained perimeter at the time that the drop is scheduled to 
occur. In such a case, the drop is placed directly in front of 
the grcund crew if they are working in the same direction as the 
air tanker. The drop is tied into the previous drop if the crews 
are working in the opposite direction to the aircraft. 

Once the flank of attack has been determined, placing the 
drop begins by calculating the length of free-burning flank (Ab), 
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using Eq. 124. Then the fire perimeter (P) is calculated, with a 
variant of Eq. 133. The drop length is then limited to no more 
than one-third of the entire perimeter: 

(275) P 
Ld = min (Phd, "3)' 

Since a full load is always dropped, the length ot line held for 
a partial load is multiplied by the number of partial loads 
contained in the aircraft: 

(276) Ld' = Ld Ndi Ld < p. 

Note that at least a four-tank aircraft is required to completely 
contain a fire with partial loads, since two drops can only 
contain a maximum of two-thirds of the total perimeter. 

The drop is then made on the flank, tagging cn to the end of 
a previous drop or the ground crew, working in the same direction 
as the air tanker: 

(277) 

where: f = flank of attack and 
d = direction of attack. 

The total perimeter held by aircraft (Ph) is then calculated: 

(278) , 
Ph = Ph + Ld. 

Equation 278 assumes that the entire drof will be onto 
portions of the perimeter not previously held by air tankers or 
controlled by ground crews. After the drop has been placed on 
the flank, a check is made to determine whether any portion of 
the drop has spilled over onto the adjacent flank. First, the 
amount of spillover (LS) is calculated: 

(279) 

If Ls > 0, some spillover has occurred and it must be 
processed. No further drops will be made on the current flank. 
Before proceeding to the spillover sequence, we will consider the 
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case whexe Ls ~ 0 (no spillove~. In this case, the amount of 
overla~ onto line construction by either ground cre~s or air 
tankers working frcm the 0Pfosite direction is calculated: 

(280) Lay = Ls + max(Peg
f 

,Pea
f 

) ,a ,a 

~here: c = 0Pfosite to direction of attack. 

Note that Ls is the distance from the opposite end of the flank 
and Ls < O. lhus, if Lov < 0, no overlap has occurred, no 
further processing cf the-drop is necessary, and more drops are 
needed on the flank. If Lov > 0, the length of perimeter held is 
reduced by the awcunt of overlap: 

(281 ) Ph' = Ph - Lay , 

and no further drcfs are made on the flank. 

When Ls > 0, the spillover sequence begins by equating Pca 
with AI. The length of perimeter held by aircraft is then 
reduced by the au.cunt of overlaf (if any) on the current flank: 

(282) 
, 

Ph = Ph - max(Peg
f 

,Pea
f 

). 
,a ,a 

A test is then made to determine whether the Sfillover will 
provide any useful line on the adjacent flank. Note that the 
adjacent flank is not necessarily the next flank of attack. For 
example, the rear of the fire is adjacent to flank 2 when working 
in a clockwise direction, but the air tanker ~ill move on to 
flank 3 in a counterclockwise direction when flank 2 is 
contained. The Sfillcver, ho~ever, will be flaced on the rear, 
in a clockwise direction. 

(283) If Ls > max (Peg d' Pea d) a, a, 

where: a = adjacent flank, 

the spillover length exceeds any line length previously 
constructed on the adjacent flank, in the same direction and the 
spillover will frovide useful line. If Eq. 283 does not hold, 
the spillover has no effect, and the length of perimeter held is 
reduced by the amount of spillover by using Eq. 282 and 
substituting Ls for Lov. Assuming that Eq. 283 is true, the 
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length of ferimeter held is reduced by the 
previously constructed in the same direction, on 
flank: 

(284) Ph' = Ph - max(Pcg d' Pcaa d)' a, , 

length of line 
the adjacent 

The length of perimeter held on the adjacent flank is then 
updated by equating it with Ls. 

If the length of Sfillover is greater than the total length 
of the adjacent arc, the model returns to equate Pca on the 
adjacent flank with Al and refrocesses Eqs. 282-284 until all the 
spillover has been accounted for. In the case of a large fire 
(relative to the drop length) the spillover will end on the 
adjacent flank. In the case of a small fire coufled with two 
partial loads, the Sfillover will likely contain all of the 
adjacent flank and fart of the subsequent flank. In the case of 
a small fire coupled with at least three partial releases, the 
spillover may well contain the entire perimeter. When the 
spillover ends on a flank, a final adjustment is made to Ph. 
Using the same logic as for Eq. 279: 

(285) 
, 

Ls = Ls - Ala and 

(286) Ph' = Ph - max[O, Ls + max(Pcga,o" Pcaa,o)). 

Equation 286 is similar in concept to Eqs. 280 and 281. It 
reduces the length of perimeter held by the amount of overlaf 
onto line previously constructed from the 0Pfcsite direction. 

2) Production and Use Totals 

The final sequence with respect to air tanker suppression is 
the tabulaticn of froduction and use totals. The Dumber of drops 
is inc.reased by 1. If an adjacent flank has been contained by 
the drop, the flank of attack is also increased :by 1. In 
addition, total flying tiue variables are incremented. The extra 
time required for dropping partial loads (Tx) is calculated: 

(287) Tx = Tdx . eNdl - 1) 
m,] 

where: m = air tanker model and 
j = operation. 
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Elapsed air tanker flying time (Ea) is given by: 

(288) 
, 

Ea = Ea + Dd + Tx. 

~lapsed birddog flying time (Eb) is comFuted ~ith: 

(289) , 
Eb = Eb + Bdf + Tx 

lVhere: Bdf = birddog flying time. 

Bdf is either equal to Dd (between drops) or Bfl (on the first 
drop) • 

Finally, the total time since initial takeoff (Dto) is 
calculated with Eq. 288 by substituting Dto for Ea. If the air 
tankers have returned to base for refueling between drops, the 
initial value of Dto is first modified: 

(290) Dto = -Dd . 
2 

In effect, this adjustment subtracts one-half of the 
interval (Dd), which is the round-trip flying time from the 
to the base. 

drop 
fire 

The droF sequence is now complete. The model continues to 
fight the fire by Frocessing the various events. If another drop 
is scheduled, the drop and air tanker suppression sequences are 
repeated when the droF occurs. In addition, the time of the next 
drop is calculated and stored in Es. When the fire is controlled 
by ground forces, the ~odel enters the end-of-fire sequence. 
Part of that sequence involves the tabulation of total air tanker 
use and production on the fire. 

The final value for elapsed air tanker flying time (Ea) is: 

(291) 
, 

Ea = Ea + 0.5 (Tfx1 + Tdx .). 
ID,J 

With Eq. 291 the last drop is completed and the air tanker 
returns to base. Ea reflects the total elapsed time between the 
initial takeoff for the first aircraft and the final landing for 
the last aircraft. In other words, Ea represents the time that 
air tankers ~ere in the air. Ea must be known when multiple fire 
dispatch is being considered. Ea cannot be used to calculate 
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delivery cost, however, when more than one air tanker ~as used. 
Therefcre, a separate flying time variable, reflecting the total 
flying time accumulated by all air tankers (Tfa), is calculated. 
It consists of three parts. The time for the first drop for all 
aircraft (TD1) is: 

(292) Td1 = Na (0.167 + Tfx + Tex .). 
1 m, J 

The time for the second and subsequent drops fer all aircraft 
(Td2) is: 

(293) Td2 = (Nd - Na)(Tfx + Tex .). 
2 m,J 

The time for return trips to the base for all aircraft (Td3) is: 

(294) Td3 = Na Nrb Tr 

where: Nrb = numl:er of times that air tankers return 
to the base for refueling. 

Finally, total air tanker flying time (Tfa) is given by: 

(295) Tfa = Td1 + Td2 + Td3. 

The total quantity of retardant dropped (Qr) is: 

(296) Qr = Nd Qa . 
m 

The total birddo9 flying time (Tfb) is also calculated: 

(297) 

AS was 
lands. 
tanker 
model. 

Tfb = Eb + Bf + 2 0.05. 

the case for Tfa, the birddog aircraft returns to base and 
we now have all the information needed to calculate air 
costs - the final step in the air tanker component of the 
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E. Costs 

Air tanker 
delivery cost. 

cost calculations begin with the components of 
The initial takeoff cost (ct) is: 

(298) Ct = 0.167 Cah 
m 

where: Cah = air tanker cost per hour and 
m = air tanker model. 

Note that Cah is adjusted by a calibration coefficient (C6) 
immediately after being read in by the model. The furpose of the 
adjustment is to standardize cost data from different time 
periods. Essentially, the model assumes that ten minutes are 
required for the initial takeoff procedure. 

Circuit cost fer load (Cc) is given by: 

(299) Cc = Tcx . Cah . 
m,J m 

Retardant cost fer load (Crl) is: 

(300) Cr1 = Crg Qa m 

where: Crg = retardant cost fer gallon. 

Note that erg is also adjusted by C6-

Round trip fire-to-base flying cost fer load (ef) is: 

(301) Cf. = Tfx. Cah 
J J m 

where: j = fire-to-base (j = 1) and 
fire-to-retardant (j = 2). 

The above component costs are used by the tactic selection 
routine to determine whether or not an air tanker resource and 
tactic combination fasses the preliminary tests. At the end of a 
trial, mission costs are determined from the accumulated 
variables. Total delivery cost for the mission (t:c) is given by 
total flying time and hourly cost: 

(302) Dc = Tfa Cah . 
m 
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In the case of land-based operations, a landing fee is added: 

(303) 

where: Clx = average landing cost, 
Rcl = landing cost ratio, and 

w = air tanker weight class. 

Rcl adjusts the landing eost on the basis of aircraft weight 
(th~ee weight categories). 

Retardant cost (Ret) is: 

(304) Ret = Nd Cr£.. 

Eqqation 304 uses the number of dro}?s and the retardant cost per 
d~op. Rct could also be calculated by multiplying the total 
quantity of retardant d~opped by the retardant cost per gallon. 

The birddog cost is: 

(305) Be = Tfb Cbh + (e6 Clx). 

Note that ebh is Il'UltiJ:lied by c. immediately after the data is 
read in by the model, and that Clx is for the lightest weight 
class of aiJ;'craft. 

Finally, the model calculates total air tanker cost (Ac): 

(306) Ae = De + Ret + Be. 

With the calculation of air tanker costs, we conclude the 
descri};tion of the air tanker component of the model. Wi th 93 
equations (30' of the total) this is the largest comJ:onent of the 
model. In addition to the equations, however, a Significant 
portion of the air tanker component is based on table look-up, 
where the tables are derived from information in the literature. 
This is in contrast to most of the other components which are 
based almost entirely on equations. Thus, if we lump the 
equations and tables together, it can be said that the air tanker 
compcnent constitutes over one-third of the overall model. This 
is the same percentage as was derived from exaHining relative 
program length. 
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certain portions of the air tanker component, such as pattern 
lengths in the open for fixed-wing air tankers, are very well 
founded in empirical data. These components can be considered 
quite reliable. other portions, such as canopy penetration, 
retardant effectiveness, and helicopter drop patterns, are 
supported by relatively scanty data. These aSFects are the 
weakest links in the model. Future research will examine the 
model's sensitivity to these components. still other functions, 
such as retardant delivery, suppression, and cost calculation, 
are based on the authors' interpretation of how the system 
operates in the real world. With respect to the last group of 
functions, presentations to two different fire management 
agencies have failed to reveal any significant discrepancies 
between model formulation and field operations. 

In summary, all significant aspects of air tanker utilization 
identified in an examination of air tanker systems 15 have been 
incorporated in the model. Those components which are poorly 
understood can be improved as new knowledge is gained. It is 
reasonable to suggest that the model is as good as poSSible, 
given the current state of knowledge in the field. It is further 
felt that the develcpmental effort expended is commensurate with 
the significance of the problem. 

While there will no doubt be changes and improvements made to 
the model as it evclves from the developmental to application 
stages, the initial version presented here is, in the authors' 
opinion, the most Fowerful tool developed to date for the purpose 
of analyzing air tanker utilization. It is only through such 
objective, quantitative analysis that the potential effectiveness 
of air tankers in fire suppression will be realized. It is also 
only through such analysis that operational efficiency will be 
achieved. In contributing to these two objectives, the 
techniques presented here will have achieved their purFose. 

15 To te described in a future report. 
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APPENDIX 1 

The model contains 328 variables. These variables are used 1,381 times. 
To determine the number of interactions, the number of equations (306) must be 
subtracted from the number of variable occurrences, to eliminate double count­
ing. Thus, the number of interactions is 1,075. To quantify the size of 
AIRPRO, we have the sum of the variables plus interactions (1,075 + 328) = 
1,403. Based on a subjective class boundary between medium and large models 
of 1,000, AIRPRO would be classed as a large model. 

Name 

a 

A 

Aa 

Ab 
Ac 
Ad 

Ae 
Af 
Ag 
Agi 
Ah 
ai 
Ai. 

ap 
Az 
b 
Bc 
Bdf 
Bf 

Bp 
c 
C 
ca 
Ca 
Cah 
Cb 
Cbh 
Cc 
Cd 

List of Variables 

Definition 

Intermediate variable or subscript 

Fire area 

Fire area with air tankers 

Length of free-burning arc 
Total air tanker cost 
Fire area at detection 

Air tanker endurance 
Relative flank arc length 
Arc growth rate 
Initial arc growth rate 
Relative head arc length 
Average-to-initia1 spread adjustment 
Arc length 

Area-to-perimeter coefficient 
Azimuth 
Intermediate variable or subscript 
Total birddog cost 
Birddog flying time per drop 
Birddog round trip fire-to-base flying 
time 
Present value of benefits 
Constant, coefficient 
Total cost 
Calibration coefficient 
Air tanker cost 
Air tanker cost per hour 
Birddog portion of air tanker cost 
Birddog cost per hour 
Circuit cost 
Drop component of canopy interception 

Equations 

23-25,28,34,127,128,131,283-
286 
107,108,161,163-173,183-185, 
188-198,200,205,208,212 
161,163-173,183-185,188-198, 
200,212 
124,125,127,224 
306 
163-173,183-185,188-198,200, 
205,208 
237 
93,94,113,115 
75,125,127,128 
122,123 
90,94,112,114 
53,67,136 
112,113,124-127,129,133,150-
153,279,285 
106-109 
29,31,35 
23,28,34,258,266 
305,306 
289 
217,233,297 

174 
1,7,60,244,303,305 

59 
210 
298,299,301,302 
219,220 
217,219,305 
214-217,225,299 
268 
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Name Definition 

Cdm Minimum delivery cost 
Cf l Round trip fire-to-base flying cost 
Cf2 Round trip fire-to-retardant flying cost 
Cg Total ground suppression cost 
Ch Horizontal component of chord growth 

vector 
ci Intensity calibration coefficient 
Ci Canopy interception 
ci Chord length 
CIa Cost-pIus-loss with air tankers 
Cig Cost-pIus-loss for ground suppression 

only 
Cip Potential minimum cost-pIus-loss 
clx Average landing cost 
Cn Minimum delivery cost for n aircraft 
Cp Present value of suppression cost 
Cr Minimum delivery cost with retardants 
Crg Retardant cost per gallon 
Cri Retardant cost per load 
cs Rate of spread calibration coefficient 
Cs Suppression cost 

Csa Ground suppression cost with air tankers 

Csp Potential minimum suppression cost 

Cst Stand component of canopy interception 
Ct Takeoff and landing cost 
Cv Vertical component of chord growth vector 
C1 Minimum delivery cost for one aircraft 
d Intermediate variable or subscript 

D Total damage 
da Day of month 
Dc Total delivery cost 
Dcr Closest distance from rear of pattern to 

minimum useful depth 
Dd Time interval between drops 
Dda Average drop interval 
Ddx Distance between sequential tank 

releases 
De Equipment damage 
Den Ending distance of effective pattern from 

tail of drop 
Df Forest damage 
Dfa Forest damage with air tankers 
Dfp Potential minimum forest damage 
Dfr Farthest distance from rear of pattern to 

minimum useful depth 
Dh Hourly component of daily index change 

Equations 

225 
215-217,301 
225,301 
201,203 
130,132 

65,101 
268,269 
126,129,132,134 
210,211 
203,207,211 

206,207 
303,305 
217,221 
174 
221,225 
300 
221,225,300,304 
62 
175-189,192-194,196,198,200 
201 
175-189,192-194,196,198,200 
210 
175-189,192-194,196,198,200 
206 
268 
214-217,298 
131,132 
216 
127,128,130,150,152,154,155, 
253-256,277,279,283,284 
202,203 
38 
302,303,306 
245,247 

231-241,288,290 
272,273 
248-250 

201,206,210 
252 

188-200,202 
188-200,210 
188-200,206 
247,248 

56,57 
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Name Definition 

Di Distance 
Dl Fire-to-lake distance 
Dla Average fire-to-lake distance 
Dlo Longitudinal difference 
dm Monthly sun declination parameter 
Dmx Maximum distance for pattern range search 

sequence 
dn Daily sun declination parameter 
Dn Nonforest damage 
dp Total retardant depth at point p in the 

pattern 
Dp Present value of damage 
dr Retardant depth at observed points in drop 

pattern 
Dr Depth of retardant required for extinguish-

ment 
Drf Fire-to-retardant distance 
Drm Minimum required depth 
ds Sun declination 
Ds Starting distance of effective pattern 

from tail of drop 
dt Distance of point p from tail of first 

release 
Dt Time interval between calls to fire growth 
Dte Time interval between events 
Dtn Number of calls to fire growth between 

events 
Dto Time interval since initial takeoff 
Dtx Maximum interval between calls to fire 

growth 
e Eccentricity of earth 
E Time of occurrence array for all events 
Ea Elapsed air tanker flying time 
Eb Elapsed birddog flying time 
Ef Drop error due to flying errors 
Eh Drop error due to flying height error 
Ei Time of initial occurrence of an event 
Em Drop error due to aircraft reponse 
En Time of next event 
Er Retardant effectiveness 
Es Drop error due to flying speed error 
Et Total drop error 
Etr Drop error due to reaction time 
Ew Drop error due to wind 
Ex Drop error due to target identification 

uncertainty 
6 Interpolation function 
f Intermediate variable or subscript 

37,230 
22 
22 
26-28,34 
38 
248 

Equations 

38 
202,206,210 
250,251 

174 
244-246,250 

242,251 

22 
245,246 
42-45 
251,252 

250,251 

19,20,149 
17-19 
18,19 

237,290 
18 

23-25,28,30,31,35 
14 
288,291 
289,297 
258,263 
262,263 
11-13 
258,265 
14-16,71,72,79,239,241 
243 
261,263 
258,267 
258,259 
258,264 
258 

245,246,250 
30,32,33,75,76,83,88-93,110, 
124-133,144-146,150-155,277, 
279,280,282 



Name 

F 
Fc 
Fg 
Fl 
Fnb 
Fp 
Fs 
Fsp 
Fst 
Fu 
g 
G 
Ga 
Gc 
Gf 
Gl 
Gm 
G1" 
h 

H 
Hn 
Hr 
i 
I 

Ia 
lax 
Id 
If 
Igd 
1m 
Ir 
Is 
Isa 
Isd 
Ish 
Isn 
Iss 
It 
Iw 

Iwd 
Iwh 
Iwn 
Iws 
ix 

iy 
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Definition 

Intermediate variable 
Forward movement of center of ellipse 
General fuel class 
Flank left to control 
New Brunswick fuel class 
Fuel parameter 
Overs tory fuel size class 
Overstory species class 
Theoretical forward rate-of-spread 
Surface fuel class 
Intermediate variable 
Aircraft design load factor 
Rate-of-area growth 
Chord growth rate 
Forward chord growth rate 
Lateral chord growth rate 
Growth rate for semimajor axis of ellipse 
Rear chord growth rate 
Intermediate variable or subscript 

Intermediate variable 
Hours of nighttime suppression 
Hour 
Intermediate variable or subscript 
Fire intensity on a flank 

Afternoon ADMC 
Average flank intensity 
Dc 
Average fire intensity 
Hourly lSI percent of afternoon (grass) 
Maximum fire intensity 
Reduced fire intensity after a drop 
Afternoon lSI 
Hourly lSI, adjusted for daily change 
Hourly lSI percent of afternoon value 
Hourly lSI 
lSI for nth day after detection 
Hourly lSI slope and aspect coefficient 
Theoretical head fire intensity 
Afternoon FWI 

Hourly FWI percent of afternoon value 
Hourly FWI 
FWI for nth day after detection 
Hourly FWI slope and aspect coefficient 
x coordinate of flank and head inter­
section 
y coordinate of flank and head inter­
section 

Equations 

32,37 
105,117,118 

150 

61,268 

60-62,73,77,100 

89,90,92,93,260 
227 
109,161,163-166,169 
127,128,130,131 
117,120,123 
116,122 
104, 116-119 
118,121,123 
31-33,40,41,46,47,51-55,57, 
73-77 
33,37,47,48,50 
71,72 
8-10 
53,77,243,244,270 
76,83,101,110,144,145,242, 
243 
60,161,162,165,169-171,198 
83 
161,162,164,166-170,173 
110,144,145 

83 
243 
51,60-62,188,190,191 
57 
51,53,57 
51,55 
55 
51 
64,65,74,101 
52,63,176,182,186,187,190, 
199,200 
52 
52,54 
54,56,57 
52 
86,88-91,114,116 

87,88,91-93,115,117-119 



Name 

j 

k 

£. 
L 
La 
Lac 
Lc 

Lcc 
Lcf 
Lcn 

Lcp 

Lcr 
Lcs 

Lcu 
Lcx 

Ld 
Lo 
Loc 
Lov 

Lp 
Lr 
Ls 

Lw 
Lx 
m 

M 
Ma 

n 

N 
Na 

Nc 
Ncd 
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Definition 

Intermediate variable or subscript 

Intermediate variable or subscript 

Lake length class 
Lake length required for water pick-up 
Latitude 
Latitude coefficient 
Rate of line construction 

Rate of line construction per crew 
Rate of line construction on a flank 
Rate of line construction for crews on 
fire 
Percent of total rate of line construction 
allocated to each crew 
Relative rate of line construction 
Standard rate of line construction on a 
flank 
Rate of line construction during interval 
Augmented rate of line construction on a 
flank 
Maximum drop pattern length 
Longitude 
Longitude of center of time zone 
Length of pattern overlap onto perimeter 
previously controlled 
Power loading 
Relative pattern length 
Length of pattern spillover onto adjacent 
flank 
Wing loading 
Control surface loading 
Intermediate variable or subscript 

Rate of mop-up 
Average rate of mop-up for nearest 
station 
Intermediate variable or subscript 

Number 
Number of air tankers 

Number of crew arrivals 
Number of crew divisions 

ground 

Equations 

124,217,219,229,234-236,238, 
240,243,270,272,287,291-293, 
299,301 
34-37,124,218,219,230,231, 
243,253-257 
21,22 
21 
24,25,27,28,30,31,34,35 
43-45 
68-70,78,135,137-139,142,161, 
164,168,169,171,172,175,177, 
178,180,184-187,191,193,200, 
204 
139,143 
146-148 
142,143,146 

147,148 

145,146 
147,151,152 

155,156 
148,153,154 

275-278 
26,49 
49 
280,281 

227 
257,274 
279,280,283,285,286 

227 
227 
21,217,219,226,228-232,234-
238,240,255,272,287,291-293, 
296,298-302 
161-169,171-173,183 
161,163-165,170-173 

14,54-56,141,143,220,222,253-
257,266 
4 
217,218,221,222,225,236,272, 
292-294 
138-140,142,143 
158 
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Name Definition 

Nd Number of drops 
Ndi Number of releases per load 
Ndm Minimum number of drops needed to contain 

one flank 
Nf Number of crews on fire 
Nh Number of hours since interval started 
Ni Number of time intervals to be tested 
Np Number of observed points in drop pattern 
Nr Number of tank releases 
Nrb Number of return trips to base 
Ns Number of drops used for suppression 
Nt Number of tanks in the air tanker 
Ntp Number of tanks associated with partial 

load 
o Intermediate variable or subscript 

p Intermediate variable or subscript 
P Fire perimeter 

Pc Total perimeter controlled by ground 
forces 

Pca Perimeter controlled by air tankers 

Pcg Perimeter controlled by ground forces 

Pco Observed fire perimeter at control 
Pd Fire perimeter at detection 
Pe Estimated perimeter at the start of 

suppression 
Pgf Free-burning rate of perimeter growth 
Pgs Suppression rate of perimeter growth 
Ph Total perimeter held by air tankers 
Phd Perimeter held per drop 
Phh Perimeter held per hour 
Pi Fire growth pulse 
pI Pattern length for sequential release 
pIe Effective pattern length 
pif Full pattern length 
po Percentage of overlapped drop pattern 
Pr Perimeter control rate 
Ps Fire perimeter at the start of suppression 
Px Perimeter of standard ellipse 
q Fire growth multiplier 
Q Quantity of retardant dropped 
Qa Air tanker retardant tank capacity 
Qo Observed quantity of retardant dropped 
Qr Total quantity of retardant dropped 
r Intermediate variable or subscript 
R Result 
Ra Average theoretica1-to-observed spread 

ratio 

Equations 

224,293,296,304 
224,271,272,276,287 
224,225 

142,143 
57 
249 
245,250 
250 
294 
253-256 
248,250,271 
271 

127,128,131,150,152,280,282 
286 
9-11,80,81,246,266 
59,107-109,111,133,222,275, 
276 
156,161,163,164,166,167,169-
171,173 
124,152,154,277,279,280,282-
284,286 
124,150,152,154,155,277,280 
282- 284,286 
70 
136,204 
136,137 

67,98,99,109 
58,68,78,135,136 
222,278,281,282,284,286 
224,267,269,270,273,275 
273 
78,79 
253-257, 267 
252-256 
257 
274 
135,137 
68,69 
94,97,111 
79,125,130,131 
244 
226,296,300 
244 
296 
22,35,37,221,223 
5 
81,82 
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Name Definition 

Rax Retardant adjustment to drop pattern 
Rc Arc-to-chord ratio 
Rcl Landing cost ratio 
Rct Total retardant cost 
rd Distance from rear of pattern for each 

observed point 
Re Perimeter of fire-to-standard ellipse ratio 
Rf Free-burning theoretica1-to-observed spread 

ratio 
Rfl F1ank-to-forward rate-of-spread ratio 
Rh Rate of line holding 
Rhr Rate of line holding with retardants 
Rhw Rate of line holding with water 
Ri Current-to-initia1 spread ratio 
Rl Fire 1ength-to-width ratio 
Rm Relative maneuverability 
Ro 01d-to-new-spread and intensity ratio 
Rp Perimeter growth-to-forward rate-of-spread 

ratio 
Rr Rear-to-forward rate-of-spread ratio 
Rs Suppression theoretica1-to-observed spread 

ratio 
Rt Result total 
Rw Fire width-to-1ength ratio 
Rx Average-to-initia1 spread ratio 
s Slope of ellipse at intersection of head 

and flank 
S Dollar saving with air tankers 
Sa Area saving with air tankers 
Sap Potential maximum area saving 
Sd Air tanker drop speed 
Sdo Observed air tanker speed 
Se Expected saving 
Sf Forward rate-of-spread 
Sfx Saving for last flank contained by air 

tankers 
sl Lateral rate-of-spread 
Sm Saving for model m 
Sn Saving for n aircraft 
Sp Potential maximum dollar saving 
Sr Rear rate-of-spread 
Srx Saving for last retardant tested 
St Time saving with air tankers 
Stp Potential maximum time saving 
sW Standard deviation of wind direction 
Sx Air tanker flying speed 
t Free-fall time 
T Crew arrival time 
Ta Attack time delay 

Equations 

270 
114,115,122,123,126-129 
303 
304,306 
245,246,250 

111-113 
81,82,100,101 

96,103,110 

223 
223 
77,127,128,130,131 
85-87,91,106,134 
227,228,265 
73-76 
97-99 

95,96,102 
81 

5 
84 
82,83 
85,86,134 

211 
212 
208 
244,247,249,259,261,262 
244 
205,206,210 
98-100,102-105 

103 

220 
207,214,215 
102,104,105 

213 
209 
84,96 
230 
260 
136,141 
66 
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Name Definition 

Tam Average time required for mop-up for 
nearest ground station 

Tax Average air tanker activity time 
Tc Time required for control with ground 

forces only 
Tca Time required for control with air tankers 

Tce Estimated time to control 
Tco Observed time to control 
Tcp Potential minimum control time 
Tcx Circuit time 

Td Time of detection (decimals) 
Tdm Time of detection (minutes) 
Tds Dispatch time 
Tdx Drop time 

Td1 Flying time for first drop 
Td2 Flying time for second and subsequent 

drops 
Td3 Flying time for return trips to base 
Te Estimated control time 
Tf End of event interval 
Tfa Total air tanker flying time for all air­

craft 
Tfb Total birddog flying time 
Tfx Round trip flying time 

Ti Time interval 
Tic Time interval between crew arrivals 
Ti Time left in interval between events 
Tii Initial time interval between events 
Tix Loading time 
Tiy Landing time 
Tm Time required for mop-up for ground 

suppression only 
Tma Time required for mop-up with air tankers 

Tmp Potential minimum mop-up time 

Tnx Number of time intervals to be tested 
Tn Time of median passage of sun 
Toi Initial takeoff time 
Tox Takeoff time 
Tr Round trip flying time to refueling base 
Trz Time of sunrise at center of time zone 
Ts Start of event interval 
Tsc Time of the start of control by ground 

forces 
Tso Observed time of the start of suppression 

Equations 

161,163,165,166,170,171,173 

228 
160-165,168-173,175,177-187, 
190-192,194,196-198,209,213 
175,177-187,190-192,194,196-
198,213 
68-72,79 
80 
204,209 
217,219,229,234,236,238,272, 
292,293,299 
10-13 
8,9 
66 
229,231,232,235,240,272,287, 
291 
292,295 
293,295 

294,295 
137,140 
17,20,149,158-160 
295,302 

297,305 
219,230-232,234,236,240,272, 
291-293,301 
53,66,125,130,131 
140,141 
155-159 
159 
219,226,229,232,235 
229 
161-173,175-181,183,184,186-
188,191,192,197,209 
161-173,175-181,183,184,186-
188,191,192,197 
161-173,175-181,183,184,186-
188,191,192,197,209 
247 
41,48,50 
231,232 
228,229,232 
237,238,294 
48,49 
17,20,149 
79,160 

80 
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Name Definition 

Tsr Time of sunrise 
Tss Time of sunset 
Tsz Time of sunset at center of time zone 
Tt Travel time 
Tw Work time until rate of line construction 

changes 
Tx Extra time required for dropping partial 

loads 
V General variable 
Vi Integer variable 
Vo Initial velocity 
Vp Present value 
Vr Read variable 
Vs Storage variable 
w Air tanker weight class 
W Wind speed 
Wg Gross air tanker weight 
x Intermediate variable 

X Intermediate variable 
y Intermediate variable 
Y Intermediate variable 
z Intermediate variable 
Z Intermediate variable 

Equations 

12,48 
13 
50 
66,175-179,181-184,186,187 
151-154,157 

287-289 

1,2,3 
6,7 
260 
174 
6,7 
2,3 
303 
84,95,96,264,267 

24,25,28,34-36,45,46,63,64, 
266 
38,39,41 
27,29,260 
39,40,42 
28,29,119-121 
85-87 
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APPENDIX 2 

Derivation of the Fire Growth Equations 

The first ste~ in developing the fire gro~th model is to 
determine the x and y coordinates of the intersection of the head 
and flank. Referring to Fig- 2-1 and starting with the basic 
equaticn for an ellipse: 

(1 ) 

where: 

2 
L 

2 
a 

a ; half~length of the major axis and 
b ; half-length of the minor axis. 

Taking the derivative with respect to x: 

(2) 4x. = _ xa 2 
• 

cil x yb 2 

Figure 2-1. The standard ellipse 

_}z 

--+-----~--~b--4------X 

y 
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Defining the slope at point (x,y) - the intersection of the head 
and flank - as s, ~e have: 

(3) xa 2 
5=-

2 
yb 

Rearranging (3) and squaring yields: 

( 4) 

substituting (4) into (1) we have: 

( 5) 

Solving for X2 gives: 

(6) 2 
x = 

Substituting (6) into (4) yields: 

(7) 

We have now defined the intersection of the head and flank of 
the fire in terms of the semi-major and semi-minor axis as ~ell 
as the slope at the point of intersection. While the data do not 
contain information on the axis, it is possible to simplify ty 
using the ratio of a and b: 

( 8) 
a r =_0 
b 

Solving for t and squaring we obtain: 

(9) 

Sutstituting (9) into (6) and taking the square root yields x in 
terms of the semi-major axis, the slope, and the length-to-width 
ratio: 
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( 10) x = a5 

Similarly, substituting (9) into (7) and taking the square root 
yields a com~arable value for y: 

(11 ) ar 
y = 

Finally, assuming a semi-major axis of 1 yields: 

(1 ;2) 5 and x= 

r / r2 + 2 
5 

(13) r 
y = 

// + 52 

Note that Eqs. 12 and 13 are general fcrms and apply to all 
values of s. Since s was being varied during the ccurse of model 
develo~ment, the general form was employed in the model. In 
selecting s = r, seve~Bl convenient mathematica.l and behavioral 
~roperties are obtained. Fcr example, Eq. 12 simplifies to: 

( 14) x = 1 " 
r/2 

Similarly, Eq. 13 tecomes: 

1 
Y =--" ( 15) 

j2 

The second ste~ is to determine the length of head and flank. 
Referring to Fig. 2-2 and using the equation for a parabola to 
estimate the eliptic arc length: 

( 16) 2 
Z = ex and 

( 17) dZ ax = 2ex. 
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Figure 2-2. The standard parabola 

z 

---r--~~~-----r--X 
-x x 

The arc length (1) between -x and x is given ty: 

(18) x 

l = f /1 + (2cx)2 dX. 

-x 

Since the parabcla is symetrical about the Z-axis, we can 
simplify: 

( 19) 
x 

l == J 2 j 1 + 4c
2 

x
2 

dX. 

o 

Burlington (1965) gives the integral for Eq. 19: 

(20) x 

~ = 2 [~ /1 + 4e
2 

x
2 

+ 41e.en (2ex + /1 + 4e
2 

X
2
)] o. 

Solving for 1 between 0 and x yields: 

(21) 
l = x /1 + 4c 2 

x2 1 0 j 2 2 + Ie ~n (2cx + 1 + 4c X). 

solving for c in Eg. 16 gives: 

(22) c = 2-. 
x 2 
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Returning to Fig. 2-1, for an elliFse ~ith a semi-major axis of 
1, z can alsc be eXFressed as 1-y. we can therefore redefine c: 

We also define gas: 

(24) g = 

SQbstituting Egs. 23 and 24 into 21, ~ have: 

(25) h = xg + ic in (2cx + g) 

for the length of arc at the head, for an elliFse with a semi­
major axis of 1. Similarly, the flank length for an ellipse with 
a semi-major axis of 1 can be found by substituting y for x and 
(l/r)-x for l-y in Egs. 23-25, yielding: 

(26) 
1 - - x r 

c = 
2 

Y 

)1 + 4c
2 2 

and g = y • (27) 

(28) f = yg + 2~ in (2cy + g). 

Finally, we calculate the perimeter of the standard ellipse: 

(29) p=2(h+f). 

We now have to relate fo~ard rate of sFread to the rate of 
Ferimeter grc~h. We begin by defining the perimeter to semi­
major axis ratio. Since all fires will have dimensions which are 
proFortional to the standard ellipse: 

(30) 1?. = p 
a A 
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where: P = perimeter of the fire and 
A = semi-major axis of the fire. 

Substituting a = 1 and A = M/2 (one-half of the overall length) 
we have: 

(31) p = ~. 
M 

Solving for P yields: 

(32) M P = P _. 
2 

We now substitute rate of change for the fire: 

(33) llM . 
llP = p 2""" 

llM can also te defined as: 

(34) llM = llF + llR 

where: llF = forward rate of spread and 
llR = rear rate of spread. 

Substituting Eq. (34) into (33) yields: 

(35) Ap llF + llR. 
L1 = P 2 

The perimeter grcwth-to-fcrward rate of spread ratio can be 
defined as: 

(36) llPF = ~. 
llF 

Similarly, the rear-to-fcrward rate of spread ratio is: 

(37) IIRF IIR = -' 
IIF 

Finally, by substituting (35) and (37) into (36) we have: 
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When the fire is controlled, a value cf r is required for 
calculating the final fire area. Since r is related to x and y, 
we can combine Eqs. 12 and 13: 

(39) x 
y = 

Simplifying yields: 

(40) 
x 
y 

s 

We can now solve fer r: 

(41) r = ) ¥. 

While Eq. 41 is used in the model, note that in the special case 
where s = r, Eq. 41 reduces to: 

(42) r = l.. x 

This concludes the discussion on the derivatien of the fire 
growth equations. 
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