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Abstract—In this paper, we report results of a study aimed at
assessing the potential for using X-band single-pass radar inter-
ferometric coherence for forest canopy height estimation. We use
datasets from the Tandem-X satellite pair collected over Cana-
dian forest test sites, where supporting lidar data are available for
validation. We first employ dual-copolarized modes to assess the
potential of polarimetric interferometry for forest canopy height
retrieval. We show that for this forest type, single polarization
modes have better properties, including much improved spatial
coverage. We develop a new algorithm for single polarization data
and validate the canopy height products against lidar. We then ex-
tend the canopy height product over a mosaic of multiple swaths to
demonstrate the potential for very wide area forest height mapping
using radar coherence.

Index Terms—Forest canopy height, forestry, interferometry,
polarimetry, radar applications.

I. INTRODUCTION

H EIGHT is one of the most important parameters in forestry
sciences. It is an indicator of the timber production poten-

tial of a stand and is closely related (through allometric relations)
to forest biomass [1], [2]. Furthermore, accurate forest height
measurements yield information about the successional state of
the forest and can be used to constrain model estimates of as-
sociated carbon flux components between vegetation and atmo-
sphere [3], [4]. The distribution of forest heights within a stand
can be further used to characterize the disturbance regime while
high (spatial and temporal)-resolution forest height maps can
be used for detecting selective logging activities. In this paper,
we consider a new method for mapping forest canopy height
over large areas using operational space-borne radar satellite
technology.

Despite being a standard parameter in forest inventories, for-
est height is hard to measure on the ground and typical esti-
mation errors are around 10%, depending on forest height and
density [1]. This is because we do not speak here of the height
of any individual tree, but some form of spatial average. Most
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useful in this regard is h100 , formally the mean of the hundred
tallest trees per hectare in a forest [5]. This parameter suits both
forest sciences (where it is closely linked to average biomass)
and remote sensing from imaging satellites, where spatial aver-
aging is inherent in pixelation depending on sensor resolution
and secondary filtering.

In terms of remote sensing techniques, coherent optical li-
dar configurations are currently established as the reference (in
terms of vertical and spatial resolution and/or accuracy) for mea-
suring vertical and horizontal distribution of vegetation structure
components, including forest height [2], [3]. Lidar estimation
methodologies have been developed and validated through a
variety of air- and space-borne measurements and experiments
[1]–[4]. However, the rather small footprint of space-borne lidar
configurations do not currently allow global forest height (and
structure) monitoring with reasonable temporal resolution, espe-
cially in cloudy high-latitude regions such as Canada. It is here
that radar shows some advantages, which possibility motivates
our studies.

Radar provides for continuous global spatial coverage and
high temporal and spatial resolution from synthetic aperture
radar (SAR) satellites operating over many years [6]. Second,
with the introduction of imaging polarimetric interferometry
(POLInSAR), first for airborne data in [7] and [8] and then later
for space systems in [9] and then its extension to vector 3-D
imaging in polarimetric tomography (POLTOM) [10], signifi-
cant advances have been made toward developing quantitative
remote sensing applications relevant to forest structure. The in-
herent sensitivity of interferometric coherence to the vertical
structure of volume scatterers, combined with SAR polarimetry
to interpret and characterize individual scattering layers, allows
for a quantitative determination of relevant (structure) parame-
ters from SAR measurements.

Several demonstrations have been published of POLInSAR
and POLTOM applied to forest mapping [10]–[13], but there are
currently limitations in operational use due to poor satellite data
availability. Instead, interest centres on possible application of
these same techniques to existing sensors. One particularly im-
portant example in this regard is Tandem-X, a dual radar satellite
interferometer system, operating at X-band (3 cm wavelength),
and launched on June 21, 2010 [6]. Fig. 1 shows a schematic
of the sensor. The two “identical” satellites fly in close forma-
tion, with typical separations of only a few hundred meters,
generating baselines for radar interferometry from space.

Although the pair do have a full scattering matrix (quadpol)
capability, it is only an experimental mode and not generally
available with wide coverage. However, more widely available
is a dual-copol capability, employing simultaneous HH and VV
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Fig. 1. Schematic of Tandem-X pair in orbit (graphic courtesy of DLR).

channels, albeit with a limited swath compared to the standard
single polarization mode. Some recent results of using this mode
have been published in [14] and [15]. Further, Tandem-X over
the past five years has collected global datasets in a wider swath
single-polarization mode. This was in line with its main prod-
uct focus, a commercial global digital elevation model (DEM),
but in the process a unique data archive has been collected that
can be explored for a range of secondary products. We con-
sider one such product here, the use of coherence for forest
canopy height retrieval in Canada. A similar approach has re-
cently been published in [16] for assessing biomass estimation in
tropical forest, but our emphasis is on high-latitude forest height
products covering very large areas, such as found in northern
Canada.

Tandem-X is important for forestry because it provides a
truly single-pass geometry and so avoids temporal decorrela-
tion effects that have plagued earlier attempts at using radar
interferometry for quantitative forest product generation [9].
This means that the coherence we observe from the satellite
is dominated by volume scattering effects, sensitive to vegeta-
tion height variations in the scene, and, hence, well suited to
the generation of height products. Several recent publications
have looked at developing such products using different models
[16]–[19], but here we describe what we consider to be a new
approach to the problem, one which simplifies many processing
features and leads to the possibility for very wide area mapping.

In Section II, we first summarize the main relevant theo-
retical elements of POLInSAR and develop a modified algo-
rithm matched to the dual-copol configuration of Tandem-X.
We then detail in Section III, a test algorithm for best choice
height retrieval from single- or dual-polarization data modes. In
Section IV, we describe our test sites and summarize the avail-
able datasets, both from Tandem-X and from the lidar we use
for validation. In Section V, we consider validation of the new
radar height product against the reference lidar and develop a
local correction model for the final product. We then apply this
local correction to a wider site to investigate the robustness of
the correction. In Section VI, we demonstrate the potential for

very wide area height product generation by forming a mosaic of
multiple swaths of radar data. Finally, in Section VII, we draw
conclusions from the study and highlight potential for future
applications.

II. POLINSAR PROCESSING METHODOLOGY

FOR DUAL-COPOL MODES

POLInSAR processing exploits the variation of vertical phase
centre in the interferogram with polarization [20], [21]. Linked
to a simple (invertible) scattering model, this can then be used
to estimate height as a parameter in the equations. In general,
it is formulated for fully polarimetric quadpol systems, but for
analysis of dual-polarized data, the desired parameter variation
is embedded inside a 4 × 4 coherency matrix shown as

v =

⎡
⎢⎢⎢⎢⎣

mp

mq

sp

sq

⎤
⎥⎥⎥⎥⎦
⇒ T4 =

〈
vv∗T

〉
=

[
T11 Ω12

Ω∗T
12 T22

]
. (1)

Here, the two ends of the baseline are represented as master
(m) and slave (s) and the two coherent polarization channels as
subscripts p and q, typically HH and VV. Note the 〈..〉 brackets
imply some kind of spatial average in (1). Typically this is
implemented by us using Tandem-X single look complex data
using a simple n × n box-car filter, where n is 9 or 11. This
matrix is then conveniently factored into 2 × 2 submatrices as
shown on the right of (1). The matrices T11 and T22 are the
2 × 2 polarimetric coherency matrices for master and slave,
while the information from interferometry is contained in the
2 × 2 complex matrix Ω12 . The first step is to calculate two
polarizations that maximize the separation of phase centre from
(1). In seeking these “optimum” coherences, interest centres on
a transformed POLInSAR matrix A as shown in (2) [7]:

A =
√

T−1
m Ω12

√
T−1

m Tm = 0.5 (T11 + T22) . (2)

This matrix is important because its Schur decomposition (3)
informs us of the shape of the coherence region inside the unit
circle of the complex plane [21]. This region bounds the full
variation of phase centre with polarization and so is important
in determining the optima. For 2 × 2 matrices, this region is
always elliptical, with centre gm , foci given by λ1 and λ2 and
minor and major axis lengths given as shown in (4):

A =

[
a b

c d

]
⇒ A = [U2 ]

∗T
[

λ1 δ

0 λ2

]
[U2 ] (3)

major axis =
√

|λ1 − λ2 |2 + |δ|2

minor axis = |δ|

gm =
1
2
(λ1 + λ2). (4)

Hence, it is natural to use these two foci as the widest
phase centres in the medium for dual-pol data. To complicate
things, however, we must also account for the coherent nature
of the measurements. There will consequently be a “natural”
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Fig. 2. Coherence region phase separation due to speckle versus mean coher-
ence for two number of looks.

fluctuation due to speckle, even when the true underlying re-
gion shrinks to a point. This leads to an average speckle phase
spread Δφ for the mean coherence (centre of ellipse) gm . We
can decide on this critical speckle width Δφ by using only two
parameters, the mean coherence itself gm and the number of in-
dependent looks used to speckle filter the data (as this increases
the speckle fluctuation will reduce). We start by forcing a point
coherence region in the simulation, i.e., we remove all region
width due to scattering physics. A multivariate Wishart Monte–
Carlo simulator [21] can then be used to generate a set of test
matrices for a given pair of parameters and the average residual
phase separation estimated numerically. We fitted a fourth-order
polynomial to the data to obtain the relationship between coher-
ence and width (in degrees) as shown in (5) (example shown for
the case of 30 looks):

Δφ =
4∑

i=0

1000 pig
i
m

p30 =
(
0.165 −0.678 1.208 −0.985 0.294

)
. (5)

Fig. 2 shows an example for two filter sizes, typical for the
Tandem-X data employed here. We see that at high coherence,
the speckle width is small, but below around 0.4, the width
increases rapidly, making it difficult to use data at such low
coherence. If we then measure the observed phase difference
between foci of the ellipse for each pixel, we can compare
it against this curve and decide on one of the following two
important options [14].

Algorithm A1: If the mean observed region width � Δφ then
we should ignore POLInSAR phase differences (or perform
more averaging if possible), as these are likely to be speckle
dominated and we should then use only coherence magnitude
or absolute interferometric phase for parameter estimation. In
this case, we choose to select the polarization weight vector w1
corresponding to the maximum signal-to-noise ratio (SNR) as

shown in (6), where m1≥ m2 are the (real) eigenvalues of Tm

Tm =
1
2
(T11 + T22)

w−→Tm = m1w1w
∗T
1 + m2w2w

∗T
2 . (6)

We then use the w1 vector to form a single channel interfer-
ogram shown as

γ̂v =
w∗T Ω12w√

w∗T T11ww∗T T22w
, 0 ≤ |γ̂v | ≤ 1, (7)

This complex coherence γ̂v , we then use for height estimation
as shown in the next section. Note that the single-polarization
standard-mode data from Tandem-X is essentially a hardware-
constrained version of this option, where w1 is set by the antenna
(HH in the case of our data) and not by the processing.

Algorithm A2: If on the other hand, the observed region width
>Δφ then we can safely employ both POLInSAR phase and co-
herence magnitude for vegetation parameter estimation. In this
case, we can make use of the standard three-stage approach to
height estimation [20], [21], employing a line fit in the complex
plane to find surface topography φ0 followed by association of
the appropriate extreme region point with volume coherence.
This then gives us two coherences to pass to the height retrieval
process, one of which lies on the unit circle (the surface phase)
and one representing the highest phase centre in the vegetation
canopy.

Clearly A2 is the preferred and most flexible option, able to
adjust to variations in topography and forest density. However, in
all datasets we processed, we found that A1 was the appropriate
choice for the dual-copol mode of Tandem-X (see Section IV).
This we conclude is likely due to the relatively high-noise floor
of split-antenna modes of Tandem-X, which has the effect of
distorting the region to lower coherence and masking any small
physical separation of X-band phase centre with polarization.
We now turn to consider how the coherences from A1 or A2 are
used for forest height estimation.

III. HEIGHT RETRIEVAL ALGORITHM

There are several approaches in the literature to estimate
height from complex coherence [15]–[18]. Typically these em-
ploy an invertible model of the vegetation, the simplest being a
single attenuating layer over a surface (called the RVOG model
[8], [21]). This gives the coherence some dependence on the
(unknown) wave extinction in the canopy, a form of vertical
structure. Here, we choose instead to use a structure-free ap-
proximation, which makes it easier to simplify the model for
the dual- and single-polarization data employed here. The de-
tails of the algorithm are shown in [21], and here we use the key
height relation, shown in (8), where hv is the estimated volume
height in meters and φ0 is the surface phase

hv =
1
kz

{
arg(γ̃v e−iφ0 ) + 0.8(π − 2sin−1(|γ̃v |0.8)

}
. (8)

The first part of this equation is the phase centre height. The
second is an approximation to the inverse of the well-known
SINC function (sin(x)/x). It would be possible to use a look-
up table for inversion of the SINC function (as used by other
groups), but this use of inverse sine function of the coherence
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amplitude raised to a power is obtained as a good fit to the
inverse SINC curve and is chosen because of its simplicity of
calculation. Here, we have a “hidden” robustness to variations
in extinction, with increasing extinction causing an increase in
the first phase term balanced by a corresponding decrease in the
second. One key issue is to estimate the local wavenumber kz ,
accounting for the local angle of incidence on sloped terrain.
This is a key scaling factor as we see from (8). We employed a
flexible method using an external reference DEM of the site to
estimate local slope θi shown as

kz =
4πBn

λ

1
R sin θi

=
K

sin θi
⇒ K =

2π sin θo

hoa
. (9)

Here, the constant K can be derived from the nominal
angle of incidence θ0 at scene centre and corresponding
height of ambiguity (hoa) from Tandem-X metadata files (see
Section IV).

Equation 8 is then used in two different ways, depending
on the choice of A1 or A2 in Section II. In case of A2, when
full POLInSAR is used, we need no extra information to solve
for height. When both surface phase φ0 and volume coherence
γ̂v are available from the data and given that we have a value
of kz for each pixel, then (8) yields height directly. This is a
great strength of the full POLInSAR approach, the ability to
generate height from the radar data itself. However. as we saw
in the discussion in Section II, sometimes the variation of co-
herence with polarization is masked by other effects, such as
SNR or speckle. In this case. we need another strategy. There
are two approaches, formed by dropping one or the other of the
two terms on the right-hand side of (8). In the literature, there
are already several publications dealing with single-polarization
height retrieval from known true underlying surface topography
ht [17], [18]. These effectively ignore completely the second
term in (8) and use only the phase centre height of the interfer-
ogram. As a further simplification use can be made directly of
the DEM height (for example from Tandem-X), which implic-
itly accounts for kz in the processing and yields as a primary
product the height hp in meters for each pixel. To find forest
height, we must still subtract the true surface elevation ht (again
in meters). This leads to the simplified form shown as

hv =
1
kz

arg(γ̃v e−iφ0 ) ⇒ hv = hp − ht. (10)

There are two potential limitations of this approach, first the
phase centre height may not be the top of the forest (and gener-
ally is not, it has been shown in [16] that there is some penetra-
tion of tropical rain forest, even at X-band). Our investigations
for our own sites in Canada show that hp lies around half the
top height. Second, to solve (10), we need ht . This must be
provided externally. Generally use can be made for example
of supporting lidar surveys (if they are available), where true
surface topography can be extracted by appropriate waveform
processing. The problem for us is that there is no large area lidar
coverage of Canada, and, hence, such an approach is limiting in
spatial coverage. This is true for many other forested areas of
the world as well.

Given these restrictions, we turn instead to a second approach,
this time ignoring the first term in (8) to obtain an estimate for
height based on coherence amplitude alone, shown as

∧
hv ≈ 2π

kz

⎛
⎝1 − 2

π
sin−1

⎛
⎝

∣∣∣∣∣
∼
γv

γs

∣∣∣∣∣
0.8

⎞
⎠

⎞
⎠ . (11)

Here, we further show an extra parameter, γs , which
represents compensation for residual system effects (see
Section IV).

Note that (11), even with correction, remains in principle
sensitive to errors due to variations in vertical structure (canopy
density). This is similar to the problem with (10), where hp is
not always the top of the vegetation. Equation 11 is essentially
an inverse SINC function and represents an implicit assump-
tion of a uniform vertical scattering profile in the medium. We
can say, therefore, that (11) always provides the lowest height
consistent with coherence, so it should always underestimate to
some extent. For example, in forests with very dense canopy
and high-wave extinction, the wave penetration will be small,
the coherence high, and, consequently, from (11) the retrieved
height too small.

Added to this, the inversion of (11) has an upper limit, attained
when the coherence goes to zero. We see that this upper limit is
just the local height of ambiguity, i.e., the height that yields a 2π
phase shift in the interferogram. This height, ha(θi), depends
on the local angle of incidence θi and is simply related to the
nominal height of ambiguity from the Tandem-X metadata (hoa
in (9)) shown as

ha(θi) = hoa
sin θi

sin θ0
. (12)

This shows that problems of underestimation can arise, for
example, for tall trees on large slopes facing the radar (when
θi becomes small). However, we can calculate ha using just a
reference DEM coupled to the Tandem-X metadata. This allows
us to isolate potential problem areas in advance and either mask
them from the product or combine ascending and descending
passes to mosaic a product which avoids low incidence regions.

These issues also point to the need for care in baseline selec-
tion for generating height products, as not all Tandem-X orbits
are suitable. It of course helps us to know something about the
mean tree height in a region, as well as some idea of the to-
pographic slope distribution. This will then allow selection of
appropriate baselines from the Tandem-X archive to maximize
sensitivity and minimize ambiguity issues alluded to in (12). As
a rule of thumb, given knowledge of a mean tree height hm , we
would recommend selecting a baseline with hoa in the range
two to four times hm . For 20-m trees, this gives a range from
40 to 80 m. These correspond to kz values in the range 0.08–
0.16, which conveniently match those collected in the Tandem-X
global DEM archive. Please note that multiple baselines could
also be used if available (and the Tandem-X archive contains at
least two baselines for most parts of the world). So one (small)
baseline could be used for the tall trees, one (large) for the short
and the products can then be merged.
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Fig. 3. Lidar h100 reference data for Hinton site on Google Earth.

Despite the limitations of (11), they are in many ways no
worse than those of (10) and here we seek first to quantify the
level of error in the height product for a particular forest region
before concluding as to its potential utility to the forest science
community. This study aims to quantify these issues for a very
particular, but geographically extensive forest type, the forests
of northern Canada, and so we now turn to consider the test site
used for the study and the available radar and lidar support data
sets.

IV. TEST SITE AND DATA SELECTION

Our primary test site is close to the town of Hinton, Alberta,
Canada (centre coordinates 53.2º N, 117.37º W). This site is
heavily forested and has good support data from the Canadian
Forestry Service. The region’s forest cover is dominated by
Lodgepole pine and white spruce, with low to medium crown
cover. Hence, it is typical of northern central forests in Canada.
Of particular importance to this study is the availability of a
lidar derived canopy height model (CHM) reference (collected
by airborne lidar campaigns in summer 2009). Fig. 3 shows a
Google Earth image of the Hinton site together with the lidar
CHM product (covering an area of approximately 15 × 15 km
with 2-m pixel sampling). Note that we have preprocessed the
original lidar CHM product with a 5 × 5 max filter so as to
mimic the h100 product required for validation. This basic 5 × 5
max filter output can then be filtered with a boxcar filter to obtain
estimates of h100 on different spatial scales.

We see a wide variation of forest heights from stand-to-stand,
ranging from clear-cut areas to stand heights of hm = 24 m.
We then selected suitable datasets from the Tandem-X archive
covering this area (provided courtesy of DLR). We selected both

TABLE I
SUMMARY OF TANDEM-X DATASETS USED FOR HINTON SITE

Date Incidence |hoa| Orbit Polarization

01/12/2011 23° 35.7 m Asc. HH, VV
13/06/2011 36° 46.6 m Asc. HH
05/07/2011 38° 45.2 m Asc. HH
29/08/2011 36° 45.5 m Asc. HH

Fig. 4. Coherence products for dual-copol and single-polarization modes for
Hinton site with lidar coverage in red (black = 0, white = 1).

dual copol (HH and VV) as well as single polarization (HH) data
in order to test the full range of algorithms.

Table I summarizes the main datasets used. The height of am-
biguity (hoa) and angle of incidence are obtained from the DLR
supplied metadata text files as a part of their standard product.
All data are collected in bistatic mode, with a single transmitter
and two receivers. The bistatic channel (when receiving satellite
is different to transmitter) requires polarimetric phase correction
for the dual-copol mode. The bistatic channel is in FSA, whereas
the monostatic is in BSA [21]. Hence, the bistatic channel po-
larimetric phase requires an additional π phase change (vv =
−vv for example) to align the two systems. The data itself are
provided by DLR in a coregistered single-look complex form,
with supporting data files for coregistration range and azimuth
data shifts, which are used for flat earth estimation and removal
followed by coherence estimation employing a box-car filter.

Fig. 4 shows quick-look geocoded coherence products for the
two datasets, together with the lidar reference patch shown in
red. Here, we see the half size range swath of the dual-copol
dataset superimposed on the wider standard single-polarization
mode (there is an effective PRF doubling for the dual-copol
mode which limits the range swath). The coherence is estimated
with an 11 × 11 boxcar filter for the dual-pol data. This gives
an effective resolution on the ground around 25 m × 25 m (for
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Fig. 5. kz for HH polarized data (29/08/11) evaluated over lidar coverage
(using ESA-NEST software).

around 30 effective independent looks). For the single polariza-
tion data, a 9 × 9 boxcar is used. This obtains slightly better
resolution (20 m × 20 m) and is possible since the azimuth
resolution is twice as fine for single polarization as for dual and
so we can use a smaller boxcar filter to obtain the same effective
number of looks. Clearly, in both cases, there will then be many
trees within each resolution cell, and, hence, the importance of
validating against an average like h100 , rather than the height of
any individual tree.

The second important parameter required for height estima-
tion is kz , the vertical wavenumber of the interferometer (9). For
this we need to use a DEM and here we employed two options.

For validation, we use the lidar DEM itself. We then obtain
a small subset of coherence and kz , matching the lidar tile
coverage shown in Fig. 3. We employ the ESA-NEST software
package to generate the local angle of incidence from the DEM
and calculate kz from (9). Fig. 5 shows a sample result for the
single polarized dataset, resampled to 8 m pixel size (here, we
use the set from 29/08/2011 as an example). Here, we can clearly
see variations due to topography, with kz varying from 0.1 to
0.22 depending on the local slope. The nominal value from Table
I is 0.138 for the single pol and 0.176 for the dual-copol data.
Hence, we see the importance of using a local estimate of kz for
accurate height estimation.

For wider area calculations outside the lidar coverage, we
use the public domain SRTM 3 arc-second (90 m) data base.
This gives a poorer resolution product than the lidar DEM in
Fig. 5, but allows convenient calculation of kz for arbitrary
global regions. In general, the user could make use of any DEM
of opportunity.

Fig. 6. Sample coherence regions for dual-copol dataset pixels, showing el-
lipse foci in blue, mean in black, and SNR optimum in red.

Having calculated both coherence and kz for two datasets
(01/12/2011 and 29/08/2011), we can now investigate their suit-
ability for height estimation. The first decision to be made is
which algorithm to use, A1 or A2 (see Section II). To decide,
we use first the dual-copol data to evaluate the coherence region
width from a Schur decomposition (and we also calculate the
mean coherence of the elliptical region and use this to evaluate
the expected speckle width from Fig. 2).

Fig. 6 shows some sample coherence regions in the complex
coherence plane for a random selection of pixels, some for
bare surface and some from forested areas. In blue, we show
the foci of the ellipse, in black, the mean coherence, and in
red, the SNR optimum evaluated from (6). There certainly are
nonzero region widths observed in the data, but before using
them for height estimation, we must first compare them against
the speckle expectation for each mean coherence, as discussed
in Section II. When we do this, we actually find that most of
the variation we see in Fig. 6 is due to speckle and not to
polarization dependent scattering. This is graphically illustrated
in Fig. 7. Here, we show on the left the measured region width (in
degrees) for a sample tile of the Hinton data. We see variations
in region width correlated with the presence of forest.

However, on the right, we show the speckle model output. We
see good correlation between the two. Indeed, we found from a
linear fit between speckle prediction and observed region width
that r2> 0.8 in all cases, i.e., more than 80% of the observed
region variations we see in Fig. 6 can be described by speckle
effects alone. For this reason, we decided to employ algorithm
A1 for these datasets. This leads us to employ just a single
interferogram for height estimation, essentially just the choice
of the two-element complex vector w in (6). We still have two
choices, first the maximum eigenvector of the 2 × 2 coherency
matrix from the dual-copol mode data (6) and secondly the
default single polarization HH standard mode.
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Fig. 7. Coherence region widths in degrees for dual-copol Tandem-X data (measured width on left and speckle model estimate based on mean coherence on
right, showing that over 80% of what we see in the data is likely due to speckle).

Our final selection is based on the expectation that SNR is a
limiting factor in space-borne height estimation from Tandem-
X. The argument goes as follows. The maximum eigenvector of
(6) (by definition) finds the particular coherent addition of HH
and VV channels that maximizes the backscatter signal.

The weights that generate this yield important information
for pixel classification (through parameters like the alpha an-
gle [21]), but here this single channel is used just to form an
interferogram. The very best that can be achieved is, therefore,
6 dB of SNR improvement, which follows if the two channels
are equal in amplitude (in the worst case, one channel would be
much larger than the other and then the vector w would take the
form (1, 0) and the second channel rejected.

This factor of up to 6 dB is helpful for improved height estima-
tion (as shown in [14]), but is not so advantageous when we note
that the dual-copol mode suffers an inherent SNR degradation
due to its split antenna requirement compared to the standard
single-polarization mode. In other words, polarization diversity
here largely compensates for the smaller antenna size used in
the dual-pol mode. The same SNR as the maximum eigenvector
should, therefore, be obtained directly from HH in the stan-
dard mode of operation. This is supported in Fig. 8, where we
show in red and blue the noise floor levels across the dual- and
single-polarization range swaths (taken from Tandem-X meta-
data files).

The red curve has a smaller temporal extent (smaller range
swath) as discussed in Fig. 4, but we see it also has a higher noise
level (by several decibels). This is due to the split antenna op-
erational mode required for dual-copol operation, which results
in lower antenna gain. From Fig. 8, we see that the single-
polarization data are inherently better SNR. We, therefore, pro-
pose that the optimum approach for using Tandem-X coherence
data for height retrieval over this test site is to employ standard
single-polarization mode. It has better spatial coverage, bet-
ter azimuth resolution, and better SNR than the dual-pol data,
which itself is dominated by speckle effects rather than scat-
tering mechanisms. Of course, for other sites and other forest

Fig. 8. Noise Equivalent βo for Tandem-X modes (red = dual copol, blue =
standard HH mode).

types, a similar type of analysis should be performed to assess
which of algorithms A1 or A2 is best suited. However, we note
that the higher noise floor is common to all dual-copol and quad-
polarization datasets, and, hence, will always be a limiting factor
in the application of POLInSAR techniques with Tandem-X.

Before using the single-polarization HH data for height re-
trieval, we first generate some coherence compensation (the
factor γs in (11)). Here, we try to compensate for two effects.
First, the SNR, which can be calculated as the noise floor in-
formation, is provided in the metadata as a polynomial in slant
range R across the swath. Hence, if we measure the backscat-
ter power as P(R, z), where R is the slant range to the pixel
and z its azimuth position, then for any desired pixel the local
compensation can be calculated as shown on the right-hand side
in (13), where N(R) is the noise power calculated from metadata
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Fig. 9. Coherence cumulative densities for raw coherence (red) and system
corrected (blue dash).

for range R

γs = γP

(
P (R, z) − N(R)

P (R, z)

)
. (13)

The first term on the right-hand side in (13) is a scalar, γP , ap-
plied to all pixels and represents compensation for any residual
processing errors. We expect it to be close to unity, but deter-
mined a numerical value from the data itself as follows. We
first selected a mixed land-use tile to generate the full spectrum
of coherence values from dense forest to clear cut. We then
produced a cumulative density of coherence values. This should
tend to unity for perfect data. For example, a bare surface should
theoretically have a coherence of 1, but will, in practice, have a
lower value, due to a combination of residual processing errors.
Fig. 9 shows an example for the data tile (after SNR correction).

Here, we see in red, the cumulative density of raw coherence
versus coherence level. There is an offset. The distribution satu-
rates at some value below unity. By using a fixed correction (in
this case, 0.97), the distribution is shifted to the right as shown
in blue and better aligned with unity. Any coherence values
above unit value are then set to 1 and modeled as clear cuts. We
assume this value is system related and so not scene dependent.
Note that we have not applied range spectral filtering to the data
and this may be an interesting additional compensation stage to
try in the future. However, the critical baseline for our modes
is around 10 km and our baselines around 150 m and so we
expect such corrections to be small, but they may help in sloped
forested areas in particular. This will be investigated in a future
study.

These two corrections, SNR and system compensation, were
applied and the height estimated using (11), with kz from
Fig. 5 (the corrected coherence data was first geocoded using
ESA-NEST software and the lidar DEM). The coherence was
then resampled to the same 8-m grid as kz and (11) applied to
generate a geocoded height product. We now turn to consider

Fig. 10. Location of six test stands (upper, shown as white boxes) and scatter
plot (bottom) between stand average radar and lidar heights, showing good
correlation on coarse spatial scales

validation of this height product against reference lidar h100
data.

V. LIDAR VALIDATION OF HEIGHT PRODUCT

In this section, we compare the radar derived height product
from single polarization, standard-mode data using (11) against
the reference h100 lidar CHM data. Fig. 10 shows an example of
the correlation found. This is for stand level averages (six stands
selected as shown in upper image to demonstrate variations in
height). At this coarse spatial scale, we see a good linear fit with
r2= 0.98 (similar to that found in [14]). Here, however, we wish
to establish the potential for a higher resolution canopy height
product and so investigate correlation as a function of spatial
scale.

Fig. 11 shows the two height products resampled to an 8 m
pixel size and to the same height scale. On the left, we show the
lidar and on the right the radar. We note some important differ-
ences. For example, the radar height appears overestimated ev-
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Fig. 11. Lidar h100 reference (left) and radar height product (right) for Hinton dataset, showing overestimation in radar data (white box is region used for
regression fit between radar and lidar).

Fig. 12. Corrected radar height product (resolution of 56 m) based on Fig. 13 (left) and residual error plot in meters (right).

erywhere, although it correlates with spatial variations of height
very well. This is slightly surprising as the model of (11) should
always underestimate height to some degree. It also implies that
our coherence correction scheme, while removing some bias,
does not remove it all. On the other hand, in some stands, the
lidar seems to overestimate height, but these are explained as
clear-cut areas made between the two acquisitions (lidar was
acquired two years before the radar).

We note that radar also overestimates the height of many bare
areas, where lidar height is zero. Some of these are open water,
where the radar coherence collapses due to poor SNR, and the
algorithm of (11) ascribes this to tall vegetation. Hence, for good
product quality, a suitable water mask should be used to exclude
open water from the algorithm. To proceed, we then selected a
small subset of the lidar data as a test area for regression fit. This

fit will then be applied to the wider scene to check on residual
errors and ensure validity of the regression fit outside the test
area itself (results shown in Fig. 12). The chosen sector is shown
as a white box on the left side of Fig. 11. This region was chosen
because of the diversity of heights it includes and it avoids open
water and cleared stands which could act to bias the results. To
vary spatial scale, we choose to filter the height products using a
boxcar filter with dimension n = 1, 3, 5, . . . on the 8-m sampled
data before fitting a straight line.

We then obtain the results shown in Fig. 13. Here, in the lower
plot, we show the root–mean-square error after correction, in
the centre, the variation of slope (blue) and intercept (green) of
the least-squares fit. In the upper, we show the corresponding
r2 fit. We see the latter asymptotically approaches a value of
r2= 0.85, which is fully in line with regressions that others
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Fig. 13. Results of linear regression fit between lidar and radar heights for
selected test zone in Fig. 11 (Top is r2 , centre is slope (blue) and intercept of
best linear fit (green), and bottom is root mean square error in meters. X-axis is
filtered pixel resolution, e.g., 56 m for n = 7.).

have found, even using full POLInSAR [11]. We settle on a
product resolution of 56 m (n = 7), which gives an r2> 0.75
and a root–mean-square error of 2.9 m.

We see the slope is around unity, but there is around a 3-m
offset (overestimation) in the radar product. When this offset
is corrected over the whole lidar tile, we obtain the corrected
radar height product shown on the left-hand side in Fig. 12. Also
shown on the right is the difference height between corrected
radar and lidar. On the left, we see a product that now shows
much better correlation with the lidar across the whole tile, not
just in the training area. Also, we see that the difference image
has areas of dark blue. These are the stands cleared between
lidar and radar acquisitions. We also see some very red areas.
These are overestimation of clear cuts, including open water.
This clearly shows the need for augmentation of the height
product with water and nonforest land use masks. Aside from
these areas of large error, we note that the sign of error also
seems correlated with stand positions. This could be related to
slope issues and will be investigated in the future, but here we
note that the overall rmse error of 2.9 m is acceptable for our
current product requirements.

We have been developing such a land-use classifier based
on C-band compact polarimetry in anticipation of launch of the
radar constellation mission in 2018 [22], [23]. Despite these two
issues, we see over most of the forested areas that the residual
errors are in the range ±2.5 m. Hence, we conclude that with a
small lidar correction, we can potentially generate a wide area
height product with a residual error around 10%.

In conclusion, we have shown that for this forest type at least,
a useful radar height product can be obtained from Tandem-X
standard mode single-polarization data using coherence alone.
This makes the radar product of great potential use in forestry
science applications, both in terms of general wide area forest
classification and in forest biomass estimation.

There are, however, three important caveats to be applied in
our approach.

1) We do need a sparse network of lidar (or other ground truth)
sites in order to apply linear regression corrections. As shown
here, however, these corrections are often simple linear ad-
justments, mainly to offset. Here, we have used one site, but
currently, we are working on two others, one in the Pacific
North West, where the forest is very different (temperate high
biomass rain forest) and one in eastern Canada with a mix-
ture of deciduous and nondeciduous species. The results of
these studies will be published separately, but using the same
methodology described in this paper. We do believe, how-
ever, based on initial studies that by having a relatively small
number of reference sites for different forest ecosystems, we
will be able to generate accurate height products over very
wide areas.

2) Open water surfaces need to be masked from the height prod-
uct, as these can be areas of low coherence and cause large
errors in radar height estimation. We are currently working
on a methodology to generate such masks using compact
polarimetry from other radar satellites [22], [23].

3) Low biomass areas like agriculture and grasslands also need
to be masked, as the errors for these can be greater than the
desired 10%. This is primarily due to the loss of sensitivity of
the interferometer for low tree heights compared to the height
of ambiguity. These areas could be covered using a larger
baseline (smaller height of ambiguity, hoa) or be augment
as in our approach, by separate radar land-use classification
products for nonforest coverage [22], [23].

VI. WIDE AREA HEIGHT PRODUCT GENERATION

One key potential advantage of using radar coherence for
height estimation is the ability to apply it outside of the ref-
erence lidar coverage area. We need just the radar coherence
data and a reference DEM for topography compensation. In
particular, we do not need to know the true underlying surface
topography to generate height and so can extend it over regional
or even continental scales where such information is not avail-
able. We now turn to demonstrate this feature using all three
of the standard-mode single-polarization swaths of Tandem-X
data from Table I, all corrected using the same regression from
our test lidar data of Fig. 13.

The lidar coverage analyzed in the previous section lay in
the centre of the radar swath (shown in red), and, hence, was
immune from any beam edge effects, particularly in SNR (see
Fig. 8). In this section, we apply the new algorithm (with SNR
correction) to the three full swaths of radar data. Fig. 14 shows
the final mosaic embedded in Google Earth. The total spatial
coverage is around 50 km × 100 km. We note good contrast be-
tween forest stands of different heights across the whole scene
and see no obvious beam shaping effects at the edges. This
product was generated using SRTM 3-arcsecond DEM to esti-
mate kz . Here, we can clearly start to view regional scale vari-
ations in forest height. Only radar interferometry currently has
the potential to provide this level of continuous information on
such large spatial scales. The existing Tandem-X archive would
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Fig. 14. Single-polarization radar canopy height product mosaic from all three available swaths in Table I (lidar coverage shown in red box).

seem a rich potential source of such forest height information,
with the potential to provide important inputs on forest manage-
ment, carbon flux studies, forest fire detection, and deforestation
monitoring.

VII. CONCLUSION

In this paper, we have developed and validated a new al-
gorithm for forest canopy height estimation from single-pass
X-band interferometric coherence data. Our approach differs
from others in that we do not make use of phase information.
This gives us more flexibility in application to areas where we
do not have true surface topography information and allows
us to employ some simple coherence correction factors, which
are required for Tandem-X data. Here, we employed only two
simple stages of coherence compensation, for SNR and con-
stant system offset and there remains scope for investigation
of more advanced techniques such as range spectral filtering,
which could help refine slope errors.

We first showed that polarization diversity is less important
for Tandem-X than interferometry with good SNR (at least for
the forest types of interest to us here). We found in an earlier
study that height estimates from dual-copol POLInSAR analy-
sis (as reported in [14]) show very similar performance to the
single-pol estimates reported here. For this reason, we have not
shown them, but instead used lidar validation for a forest test
site in Hinton, Alberta, to show good correlation between single-

polarization radar and lidar products at various spatial scales.
We obtained good fits, with r2> 0.75 and around 2.9-m residual
errors for 56-m resolution products. To achieve this, we high-
lighted the importance of using a reference DEM to generate a
local estimate of wavenumber kz , although future work could
assess the level of residual error associated with scale variations
in the reference DEM used. We have highlighted some limita-
tions of our approach, but consider it the basis for a practical
operational exploitation of the Tandem-X database to generate
wide area maps of forest canopy height.
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