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Summary 

1 Otherwise known as airborne LiDAR (Light Detection and Ranging).

2 https://cfs.nrcan.gc.ca/publications?id=34887

3 https://cfs.nrcan.gc.ca/publications?id=35375

In 2013, the Canadian Forest Service, Natural Resources 

Canada, released a best practices guide for generating 

forest inventory attributes from airborne laser scanning 

(ALS) data1. The guide was designed to bring together 

state-of-the-art approaches, methods, and tools to 

inform, enable, and empower readers to use ALS data to 

characterize large forest areas in a robust and cost-effective 

manner. The guide covered the range of topics required 

to use ALS data for forest inventory, including ALS data 

acquisition, ground plot measurements, and modelling 

requirements. Available for download in both English2 and 

French3 language versions from the Canadian Forest Service 

publications website, the guide was well received by both 

the Canadian and international forestry communities. In 

this subsequent guide, we offer practical and relevant 

recommendations specific to the modelling and mapping 

of key forestry attributes. This guidance is based on 

our collective experience, and informed by the relevant 

scientific literature. Our intended audience is the forest 

inventory or geomatics professional (or student)  

who is seeking to better understand the mechanics of 

implementing an inventory that incorporates ALS data. 

This guide is not intended to be prescriptive since forest 

environments vary considerably and technology evolves 

quickly, and users must select a modelling approach and 

a sample design that is appropriate for their particular 

situation and suitable for their information needs. 

Moreover, logistical considerations, such as computational 

resources, available statistical expertise, and, most critically, 

ground sampling costs, must also be considered when 

selecting a modelling approach. We describe the trade-

offs associated with each decision in the implementation 

process, thereby enabling practitioners to make informed 

choices. The additional detail provided in this document 

is intended to be complementary to the more general 

overview provided in the best practices guide. In 

combination, these two documents offer comprehensive 

guidelines for generating a forest inventory using ALS  

data and an area-based approach. 

https://cfs.nrcan.gc.ca/publications?id=34887
https://cfs.nrcan.gc.ca/publications?id=35375
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1. Introduction 

Light Detection and Ranging (LiDAR) is a transformative 

technology for forest inventory. Airborne scanning LiDAR 

(also referred to as Airborne Laser Scanning, and hereafter 

as ALS) data have become an important information 

source for enhanced forest inventories (EFIs), providing 

accurate measurements of tree heights and detailed 

characterizations of forest vertical structure. This ALS-

derived information is subsequently used in conjunction 

with spatially accurate ground plot measurements in an 

area-based approach (ABA) (Næsset 2002) to model forest 

inventory attributes such as mean height, basal area, and 

volume. Although it is currently not possible to derive all 

required inventory attributes (e.g. tree species, age) in an 

operational context from ALS data alone, ALS-based EFIs 

enable greater detail, accuracy, and precision for a range 

of attributes when compared to conventional inventory 

systems. Moreover, EFIs can provide an important and cost-

saving bridge between strategic, tactical, and operational 

forest information needs. ALS data also provide an accurate 

characterization of the ground surface under forest canopy, 

enabling the generation of detailed digital elevation models 

(DEMs), which are a critical information source for planning 

forest operations (and a fundamental data source for 

many other natural resource management applications). 

While ALS data and its application to forestry have been 

the subject of active research for more than three decades 

(Nelson 2013), the operationalization of the technology in 

Canada’s forest sector is a more recent phenomenon. The 

best practices presented in White et al. (2013) leveraged 

insights gained from the scientific literature to inform 

recommendations on a broad range of topics for using ALS 

data for forest inventory. Since 2013, uptake of ALS data 

for forest inventory has continued across Canada, with an 

increasing number of jurisdictions exploring the use of ALS 

data for forest applications. 

1.1 What is an Enhanced Forest Inventory?

Typically, an Enhanced Forest Inventory (EFI) refers to a 

forest inventory that incorporates ALS-based estimates of 

important forest inventory attributes such as height, basal 

area, and volume, among others (Figure 1). EFIs provide 

information beyond what is available in conventional 

inventory systems and at a level of detail necessary to 

support operational forest planning and value chain 

optimization. The enhancement, therefore, comes from  

the detailed information on forest structure and the 

increased spatial resolution derived from ALS data.

1.2 What is the area-based approach?

The objective of the ABA is to derive a predictive model that 

links ALS variables (X) to a target inventory attribute (Y), 

measured at selected ground plot locations. Subsequently, 

the derived model is used to estimate Y, wherever X is 

known (i.e. the wall-to-wall area where ALS data were 

acquired). The ALS variables, which are used as predictors 

in model development, exist as rasters or tessellations 

of individual grid cells, with each grid-cell typically 

representing a forest area of approximately 200 to 625 m2 

(similar in size to a standard ground plot). Depending 

on its size, a forest stand may be comprised of hundreds 

of grid cells, and after ABA models are developed and 

applied, each of these grid cells will have an estimate for 

Y. Therefore, in contrast to conventional stand-level forest 

inventories that typically provide a single estimate for the 

entire stand, the ABA enables within-stand variability to be 

characterized (Figure 1). The grid cell, as the fundamental 

unit of the ABA, allows for enhanced, detailed within-stand 

depictions of forest attributes that can also be summarized 

to the stand-level, enabling flexibility in inventory reporting. 

If the ALS data is sufficiently dense, individual tree crowns 

can be detected using the ALS point clouds and tree-level 

attributes assessed (known as the individual tree detection 

or ITD approach). The ITD approach can potentially provide 

additional tree-level insights into the forest stand. Given 

issues with tree occlusion, diverse tree structures and 

canopy architectures, as well as low point densities, ITD 

approaches can be problematic in an operational context 

(Kaartinen et al. 2012; Vauhkonen et al., 2012). Hence, 

while the ABA is considered fully operational (Næsset 

2015), the ITD is not yet as mature and therefore is not  

the focus of this guide.
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Figure 1. A comparison between a conventional stand-level forest inventory (A) and an enhanced forest inventory (D), showing a map of gross 
merchantable volume. ALS data enables the generation of more detailed DEMs, which are very useful for operational planning. We also show a 
comparison between a 25 m DEM (B) derived photogrammetrically and a 1 m DEM derived from ALS data (E). In turn, detailed DEMs can enable 
more detailed stream characterization and wet areas mapping (F) than is possible with coarser resolution DEMs (C).

1.3 Objectives of this guide

While the best practices guide (hereafter, White et al. 

2013) provides a broad overview for generating forest 

inventory attributes using the ABA, that guide does not 

offer a detailed explanation of the modelling aspect of the 

ABA. Therefore, the objective of this document is to give 

comprehensive advice on generating an EFI, specifically 

the modelling requirements of the ABA. Thus, in this guide 

we provide information that is complementary to that of 

White et al. (2013) (Figure 2) and offers users increasingly 

sophisticated and refined implementation ability.
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Figure 2. Comparison of the content of the best practices guide (White et al. 2013; left) with the content of this document.
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2. Overview of area-based approach to generating an enhanced  
 forest inventory

When ALS data have been acquired for the entire forest 

area of interest (known as wall-to-wall data collection) 

and a sample of ground plots is available, the ABA can 

be implemented over large forest areas (i.e. millions of 

hectares). Fundamental to the ABA is the estimation of 

forest inventory attributes of interest for a fixed area, 

typically corresponding to the size of a measured ground 

plot (e.g. 400 m2). In Figure 3 we provide an overview of 

the various steps involved in implementing the ABA. In 

an ideal scenario, ALS data would first be acquired for 

the management unit of interest, processed and carefully 

checked for errors, and then used to derive a digital surface 

model (DSM) and a detailed DEM. You would then use the 

DEM to normalize the heights of the returns in the ALS 

point cloud to heights above ground, and subtract the DEM 

from the DSM to generate a canopy height model (CHM). 

Subsequently, the management unit or area of interest 

would be tessellated into an array of grid cells, each with a 

fixed area (commonly 20 m by 20 m or 400 m2). As noted 

above, the grid cell represents the fundamental mapping 

and analysis unit for the ABA estimates. For each grid cell, 

statistical summaries of the ALS data would be generated 

that characterize the vertical structure of vegetation above 

the ground surface (i.e. ALS metrics). You would use 

computed metrics related to vegetation height, variation 

in height, and cover (perhaps in conjunction with forest 

type or other ancillary information) to stratify the area of 

interest. Sample locations within each stratum would then 

be selected, ground crews deployed, and the necessary 

ground plot information would be acquired at each 

sample location. This is referred to as a structurally guided 

sample design. If you cannot use the ALS data to guide 

the selection of ground sample locations, you could utilize 

other spatially-explicit ancillary data (e.g. existing inventory, 

DEM, site quality, optical high resolution satellite imagery). 

The key is to ensure that the ground plots represent the full 

range of structural and composition variability in the forest 

area to be analyzed. 

The model development for the forest attributes of interest 

(e.g. height, volume) is conducted at the plot level. Ground 

plot measurements are compiled and ALS point clouds 

are “clipped” to the fixed plot area. As for the grid cells, 

a suite of metrics is generated from the clipped ALS point 

clouds with plot-level ALS metrics characterizing the vertical 

distribution of ALS returns and thus, vegetation, in the 

plots. You can then use statistical relationships between 

the ground plot information and the point cloud metrics to 

develop predictive models to estimate forest attributes of 

interest. In turn, these models can then be applied to the 

entire management unit using the wall-to-wall grid-cell ALS 

metrics. We provide details related to all these steps in the 

subsequent sections of this guide.

2.1  What attributes can I model using the  
area-based approach?

You can extract some forest characteristics directly from 

the ALS point cloud without the need for modeling (e.g. 

canopy cover, vertical complexity). These characteristics 

are based on the capacity of the ALS data to characterize 

the vertical distribution of vegetation within the canopy. 

We present a list of forest inventory attributes that are 

commonly modelled using the ABA in Table 1. Many other 

attributes could be modelled (e.g. canopy bulk density, 

base height, among others), depending on the information 

required and the ground reference data available. You can 

acquire individual tree measurements at each georeferenced 

ground plot, which are then compiled to obtain plot-level 

summaries (Figure 3). The selection of attributes to be 

modelled is often dependent on the information needs 

of forest managers, but generally attributes necessary for 

forest planning and management are selected. Attributes 

are typically numeric and represent either a mean value 

(e.g. height attributes) or a proportional value (e.g. 

trees per hectare, gross total volume in cubic metres per 

ha). Ideally, you would select attributes for modelling 

prior to the collection of ground plot data so that the 

required ground plot measurements can be acquired to 

support model development. Note that ALS data provides 

information on vegetation height, variation in vegetation 

height, and vegetation density; thus, it is only possible to 

confidently model forest attributes that have a statistical 

relationship with the ALS-derived information.
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Figure 3. Overview of the steps involved in implementing the area-based approach (ABA).
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Table 1. Example attributes commonly modelled using the area-based approach.

Attribute Description

Top height (m) Average height of the 100 largest trees (by diameter at breast height or DBH) within a hectare. 
Differences in stand density have less influence on top height (compared to mean height).

Dominant height (m) Average height of dominant and codominant trees (crowns form the top line of the highest  
canopy level and extend above the general level of canopy).

Mean height (m) Average height of all trees above a specified DBH threshold.

Lorey's mean height (m) Average height of trees weighted by their basal area.

Stem density (stems ha-1) Number of live trees, above a specified DBH threshold, per hectare.

Quadratic mean diameter (cm) The quadratic mean of the diameters of the measured trees in a plot (i.e. above a specified DBH 
threshold). In contrast to the mean diameter, the QMD gives greater weight to larger trees. 

Basal area (m2 ha-1) Cross-sectional area of tree stems at breast height. The sum of the cross-sectional area (i.e. basal 
area) of each tree in square metres in a plot, divided by the area of the plot.

Gross total volume (m3 ha-1) Individual tree gross volumes are calculated using species-specific allometric equations. Gross total 
volume per hectare is calculated by summing the gross total volume of all trees and dividing by the 
area of the plot.

Gross merchantable volume (m3 ha-1) Individual tree gross merchantable volumes are calculated using species-specific allometric equations. 
Gross merchantable volume per hectare is then calculated by summing the gross merchantable 
volume of all trees within a plot and dividing by the area of the plot.

Total aboveground biomass (Kg ha-1) Individual tree total aboveground biomass (TAGB) is calculated using species-specific equations.  
TAGB per hectare is calculated by summing the TAGB of all trees within a plot and dividing by 
the area of the plot. TAGB may be separated into various biomass components (e.g. stem, bark, 
branches, foliage).

2.2 Do I need to stratify by forest types or   
 species groups prior to modelling?

When building models, it is common practice to stratify 

your area of interest into relatively homogenous subgroups 

prior to implementing the ABA. Stratification by species 

groups or forest types (e.g. deciduous, coniferous) is 

common in the literature (Table 2). The need to do 

this depends largely on the complexity of the species 

composition in your area of interest and the importance of 

certain species or species group to your forest management 

objectives. Typically, the decision to stratify must be made 

early in your planning for implementing the ABA, as it will 

influence your sample design and collection of ground plot 

data. Note that in order to incorporate species/forest types 

into the structurally guided sampling (Figure 2), then wall-

to-wall, spatially explicit information concerning species 

is required. In a Canadian context, this may necessitate 

the use of an existing stand-level inventory to get species 

information, as demonstrated in Woods et al. (2011). 

You can apply stratification during data collection (e.g. 

stratified sampling, pre-stratification) or during data 

modelling (post-stratification). While stratified sampling is 

a common procedure (Breidenbach et al. 2010a, Yu et al. 

2011), you can also use post-stratification as a method to 

improve area-based estimation accuracy. The rationale for 

post-stratification of the training data for ALS-derived 

wall-to-wall predictions is based on an assumption that 

there are different ALS pulse interactions under different 

stand conditions (i.e. stands of different species, age, or 

density), or when separate attribute estimates are desired 

for different land cover or ownership classes (Gregoire et al. 

2016). Heurich and Thomas (2008) suggested stratification 

into major forest types (i.e. deciduous, coniferous, mixed) 

based on dominant species. Latifi et al. (2015) explored 

whether the stratification of sampling units into deciduous, 

coniferous, and mixed forest stands influenced the 

quality of biomass estimates. The authors tested different 

modelling approaches and found that stratified models 

yielded slightly more accurate results when compared to 

non-stratified models, although the prediction method 

influenced the error rate more than the stratification. The 

question of whether or not to stratify by forest type or 

species group ultimately depends on your information 
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needs and the availability of species information to support 

the stratification. Ideally, species information and any other 

ancillary data that you incorporate into model development, 

would be available at the same spatial resolution as your 

ALS metric rasters and with the same (or similar) level of 

precision and measurement reliability. Errors in attribute 

estimates will likely result when this is not the case. 

Table 2. Examples of forest type or species stratifications reported in the literature.

Study Region Strata Description

Næsset (2004b) Norway Species/age Six strata defined but only two strata reported on: mature spruce-
dominated stands on good sites, or mature pine dominated stands  
on good sites.

Packalén and 
Maltamo (2007)

Finland Forest type 3 species groups: spruce, pine, deciduous

Hudak et al. (2008) Western United States Species 11 conifer species and 5 deciduous species

Woods et al. (2011) Ontario, Canada Forest type Jack pine-dominated conifer (Jack pine ≥ 50% and conifera ≥70%)

Black spruce dominated conifer (Black spruce ≥ 50% and  
< 50% conifer ≥ 70% and jack pine

Intolerant hardwood (Hardwoodb ≥ 70%)

Mixedwood (Hardwood or conifer > 30% and < 70%)

Penner et al. (2013 
and 2015)

Ontario, Canada Forest type 8 distinct forest types, ranging from nearly pure black spruce to mixed 
conifer/hardwood stands.

a Conifer species are jack pine, black spruce, balsam fir, white spruce, cedar, larch, hemlock, white pine, and/or red pine
b Hardwood species are poplar, white birch, hard maple, upland hardwoods, and/or lowland hardwoods

3. Acquiring the necessary data

The mapping of basic forest structural attributes with 

the ABA requires a minimum of two sources of data: 

wall-to-wall ALS data for the forest management area of 

interest and ground plot measurements. In addition, and 

as mentioned above, you may need other spatially-explicit 

ancillary information on species groups or forest types 

in order to stratify your area of interest for ground plot 

selection and for modelling.

3.1  What airborne laser scanning  
data do I need?

Detailed recommendations regarding ALS data suitable  

for the ABA were provided by White et al. (2013). It is  

of paramount importance that the number of ALS pulses  

per plot (or grid cell) be sufficient to produce reliable  

point cloud metrics (Magnussen and Boudewyn 1998).  

As ALS systems continue to advance rapidly (Nelson 2013), 

recommendations regarding minimum pulse densities to 

support the ABA (e.g. Treitz et al. 2012, Jakubowski et al. 

2013) are becoming less critical since the minimum point 

density acquired by many data providers now typically 

exceeds the minimum requirements of the ABA (with 

minimum requirements increasing with the complexity  

of forest types and terrain). Other acquisition parameters, 

such as maximum scan angle, are becoming increasingly 

sensor specific and, moreover, the complex interactions 

among different acquisition parameters (i.e. scan angle and 

swath overlap) can be difficult for a lay person to navigate. 

In reality, the study of forest inventory applications of ALS 

data has not kept pace with advances in ALS technology. 

To date, researchers in forest applications of ALS data have 

explored the impact of varying acquisition parameters on 

forest inventory outcomes such as point density (Gobakken 

and Næsset 2008, Lim et al. 2008), flying altitude (Goodwin 

et al. 2006), pulse repetition frequency (Chasmer et al. 

2006, Hopkinson 2007), scan angle (Morsdorf et al. 2008, 

Montaghi 2013; Keränen et al. 2016), and other sensor 

effects (Næsset 2009), as well as the stability of metrics when 

acquisition parameters remain unchanged (Bater et al. 2011). 

While research concerning ALS acquisition parameters and 

their interactions was prevalent in the mid to late 2000s, 

such research has become less common despite continuing 

advances in ALS sensors (Keränen et al. 2016). 

Our advice for forest inventory applications is to regard the 

recommendations concerning ALS acquisition parameters 

in White et al. (2013) as guidelines, and to seek expert 

opinion on appropriate parameters for specific forest 

conditions as required. For forest inventory applications, 

end users should be particularly concerned with pulse 

density, swath overlap, scan angle, and acquisition timing 

(i.e. leaf-on versus leaf-off data). Several studies in a range 

of forest environments have demonstrated that area-based 

models developed using leaf-off ALS data should not be 

applied to areas with leaf-on data and vice versa (e.g. 

Villikka et al. 2012, White et al. 2015a). 
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Link to Best Practices Guide (White et al., 2013):

Guidelines for ALS acquisition were provided in 

Table 1, page 7. Note that these should only be 

regarded as guidelines and are not intended to be 

prescriptive. Both sensor technology and scientific 

understanding continue to evolve rapidly and 

ultimately ALS acquisition parameters have to be 

tailored to suit your specific information needs. 

3.2  What type of ground plot data  
will I require?

Ground plots are a critical component of the ABA and 

you should consider factors such as ground plot size 

and shape, the accuracy and consistency with which 

ground plot attributes and locations are measured, and 

the efficiency and effectiveness of your sampling design. 

Recommendations concerning the size and shape of ground 

plots, as well as the required plot measurements, are 

detailed in White et al. (2013), but we briefly summarize 

them here. While it is not possible to recommend a 

universal plot size, fixed area plots are most commonly 

used (Næsset 2004a). Studies exploring the use of variable 

radius plots are emerging (Deo et al. 2016, Immitzer et al. 

2016, Tomppo et al. 2016); however, impacts on modelling 

outcomes (e.g. Root Mean Square Error or RMSE), as 

presented in these studies, have been mixed. Consequently, 

the use of variable radius plots in the ABA requires 

further research and is not a recommended practice at 

this time. Plot sizes used for model calibration in the ABA 

typically range from 200 m2 to 625 m2, whereby the size 

of the largest trees is a factor that should be considered 

in determining plot size. Given a choice, larger plots are 

preferable as they aid in minimizing edge effects (large 

trees that are only partially located within the plot) and 

planimetric co-registration errors (Gobakken and Næsset 

2009; Frazer et al. 2011). Moreover, larger plots provide 

more reliable estimates for attributes that are pro-rated 

to a unit area (e.g. volume per ha; Ruiz et al. 2014). In a 

Canadian context, ground plots used in the ABA commonly 

have a size of 400 m2, with a corresponding grid cell size 

of 20 m by 20 m and a ground plot with a radius of 11.28 

m. Circular plots are preferred because they are easier to 

establish, and contain 13% less perimeter than square plots 

of equal area. Finally, and most critically, you should note 

that accurate positioning of the plot is essential (Frazer et al. 

2011), and that the grid cell size used for processing the ALS 

point cloud metrics should correspond as closely as possible 

to the ground plot size (Næsset and Bjerknes 2001). 

Link to Best Practices Guide (White et al., 2013):

Quality ground plot data is essential to the  

area-based approach. The acquisition of ground  

plot data was covered in detail on pages 14–23.

The number of ground plots you require for the ABA 

depends on the complexity of your forest environment, 

the selected modelling approach, the information required 

(i.e. the target attributes), the total number of strata (if 

relevant), and the desired precision, among other factors. 

Modelling approaches that are incapable of extrapolation 

(e.g. imputation) will require larger sample sizes, and 

the distribution of these samples across the full range of 

forest structural and compositional variability is essential 

(Grafström and Ringvall 2013). Melville and Stone (2016) 

developed a sampling strategy specifically optimized for 

imputation. Therefore, although we cannot recommend 

a universal sample size for the ABA, we can suggest 

strategies for sampling designs that can aid in minimizing 

sample sizes. 

Several studies reported in the scientific literature have 

investigated the impacts of reducing sample size on area-

based outcomes (e.g. Gobakken and Næsset 2008, Strunk 

et al. 2012, Shin et al. 2016). Hawbaker et al. (2009) 

compared prediction errors from a simple random sample 

and a stratified sample on ABA outcomes generated using 

a regression approach. Strata were defined by the mean 

and standard deviations of ALS-derived canopy heights. 

The authors reported that the prediction errors for the 

simple random sample were 68% larger than errors from 

the stratified sample. In a similar study, Maltamo et al. 

(2011) demonstrated that when ALS metrics were used for 

stratification, the number of ground plots may be reduced 

without adverse effects on ABA model outcomes derived 

using an imputation approach. Likewise, Gobakken et al. 

(2013) concluded that the use of the ALS metrics in a 

stratified sample design improved ABA model outcomes 

and enabled reduced sample sizes. Thus, a stratified 

sample of ground plots is more efficient, cost effective, and 

beneficial, regardless of the modelling approach applied. 

Moreover, stratification enables similar levels of precision in 

attribute estimates with smaller sample sizes (Junttila et al. 

2013). The key points for stratification are (i) the use of the 

ALS metrics as stratifiers to distribute the ground samples 

across the full range of forest structural and compositional 

variability present (Grafström and Ringvall 2013), and (ii) 

a sampling design that matches the requirements of the 

selected modelling approach.



9Information Report FI-X-018

3.3 What ancillary data would be useful?

Although ALS-derived metrics are powerful explanatory 

variables in the ABA, you can achieve improvements 

in prediction accuracy in some forest environments by 

incorporating additional variables obtained with other 

sources of spatial data. This additional ancillary information 

may supplement missing details on species, soil, climate, 

topography, or land cover, among others (Brosofske  

et al. 2014). You can derive ancillary data from optical 

sensors, maps, or existing forest inventory data (Latifi et al. 

2015); however, ancillary data should be acquired with the 

same (or similar) spatial resolution and level of precision 

as the ALS metrics in order to ensure model reliability (e.g. 

ALS-derived DEM or derivatives such as slope). We therefore 

advise caution when using ancillary data in the ABA, so as 

not to introduce unforeseen or unknown errors into the 

modelling process.

4. Generating area-based models

4.1  What software do I need to implement the 
area-based approach?

To implement the ABA, you will generally need three types 

of software:

• specialized software for manipulating and processing the 

ALS data and generating ALS metrics (Table 3; Sections 

4.2 and 4.3);

• statistical software that can be used to generate and 

apply the models for your forest inventory attributes  

of interest (Section 4.4);

• GIS software that allows you to extrapolate your model(s) 

across your area of interest (Section 5.1), manipulate 

model output rasters (Section 5.2), and integrate the 

information into an existing stand-level forest inventory 

(Section 5.3).

As detailed in White et al. (2013; p. 10), there are several 

different specialized software packages that can be used to 

manipulate and process the ALS point cloud data. FUSION 

is a commonly used freeware tool developed by the United 

States Forest Service (USFS; McGaughey 2016); however, 

there are other software tools available that may integrate 

more readily into your existing GIS computing environment 

(Table 3). Fortunately, there are an increasing range of 

software options available to end users. For example, the  

R Project for Statistical Computing provides a free software 

environment for statistical computing and graphics  

(https://www.r-project.org/). We list several packages in  

R useful for modelling and the ABA in Section 7 

(Resources). Since maps are critical elements of forest 

inventories, GIS software is required to manipulate the 

wall-to-wall grid metrics rasters and model outcomes, 

and to integrate them into a (typically vector-based) pre-

existing stand level forest inventory. In this context, we 

have focussed on the required spatial operations, rather 

than specific commands for specific software packages. In 

so doing, users will hopefully understand what is required 

and can determine how best to implement the required 

operations in their chosen GIS software (See Section 5.3).

Table 3. Example software packages for calculating ALS metrics.

Software package URL/Description Status

FUSION http://forsys.cfr.washington.edu/fusion/fusionlatest.html Freeware

LAStools https://rapidlasso.com/lastools/ License fee

LTK™ http://limgeomatics.com/ltk/

Customized tool for ALS point cloud processing  
within ArcGIS Desktop environment.

License fee

lidR https://cran.r-project.org/web/packages/lidR/index.html

An R software package that allows ALS manipulation  
and visualization. 

Freeware

https://www.r-project.org/
http://forsys.cfr.washington.edu/fusion/fusionlatest.html
https://rapidlasso.com/lastools/
http://limgeomatics.com/ltk/
https://cran.r-project.org/web/packages/lidR/index.html
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4.2 How do I generate plot-level metrics?

As noted earlier, the ABA is predicated on co-located ALS 

data and ground plot measurements. Conventionally, 

ground plots are fixed-area plots, and the size of the 

ground plots should correspond as closely as possible  

to the grid cell size used to tessellate the area of interest.  

For model development, whereby ground plot measures 

and/or estimates of attributes of interest are related to 

plot level metrics derived from the ALS data, the ALS point 

clouds are clipped to correspond to the extent and shape 

of the ground plot. Most software will enable this form of 

clipping of the ALS point cloud to the plot extent, based 

either on a polygon shapefile (e.g. in FUSION use the 

“PolyClipData”, “lasclip” in LAStools) or on a provided list 

of coordinates and defined plot radius (e.g. “clipdata” in 

FUSION, “las2las” in LAStools). For the plot-level metrics, 

the FUSION “cloudmetrics” command will generate a 

common suite of plot-level ALS metrics. These metrics 

include minimum, mean and standard deviation (SD) of 

point heights, percentiles of point heights (i.e. the height 

below which a certain proportion of ALS points is found, 

e.g. 95th percentile = 95% of ALS points are lower than 

this height), cover percentage (i.e. proportion of first or 

all returns above a specified height threshold (e.g. 2 m)), 

and coefficient of variation of heights (CV; i.e. SD/mean) 

(Figure 4). The metrics can be calculated from first or all 

returns; more elaboration on metric calculation can be 

found in White et al. (2013, p. 11). In addition, White et 

al. (2013) suggested a threshold of 2 m for separating 

canopy returns from ground and low vegetation returns. 

This threshold has been demonstrated to be appropriate 

in mature, boreal forests, and other thresholds, such as 

1.3 m (and corresponding to the height at which diameter 

at breast height or DBH is measured) have similarly been 

applied in other forest environments (see more in White  

et al. 2013, p.11 and 13). 

While there is a standard suite of commonly generated 

metrics, new ALS metrics continue to be developed and 

applied in the scientific literature (e.g. Kane et al. 2010, 

Magnussen et al. 2013, Véga et al. 2016, van Ewijk et al. 

2011, Bouvier et al. 2015, Tompalski et al. 2015). However, 

the basic suite of metrics described in this guide continues 

to be highly relevant and fundamental to the application of 

the ABA. A common sense approach to metric selection for 

modelling, guided by the principle of parsimony (i.e. using 

only a few metrics as predictors; see Section 4.5), should 

provide good model outcomes for the majority of users. 

Link to Best Practices Guide (White et al., 2013):

For details on how to run FUSION to generate ALS 

metrics, a sample workflow is provided in Appendix 

3 of White et al. (2013, p. 38). The Remote Sensing 

Applications Centre of the US Forest Service has 

generated a useful tutorial http://www.fs.fed.us/eng/

rsac/fusion/pdfs/Exer05PlotStats.pdf

The Remote Sensing Applications Centre of the US 

Forest Service also has a series of useful tutorials 

related to ALS and forest inventory: One of their 

tutorials is an Introduction to FUSION: https://www.

fs.fed.us/eng/rsac/lidar_training/Introduction_to_

Fusion/story.html

http://www.fs.fed.us/eng/rsac/fusion/pdfs/Exer05PlotStats.pdf
http://www.fs.fed.us/eng/rsac/fusion/pdfs/Exer05PlotStats.pdf
https://www.fs.fed.us/eng/rsac/lidar_training/Introduction_to_Fusion/story.html
https://www.fs.fed.us/eng/rsac/lidar_training/Introduction_to_Fusion/story.html
https://www.fs.fed.us/eng/rsac/lidar_training/Introduction_to_Fusion/story.html
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Figure 4. Top (A) and side view (B) of the ALS point cloud clipped to the extent of a ground plot with the most common plot level  
metrics indicated (C).
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4.3  How do I generate metrics over my entire 
area of interest?

You also have to generate the same ALS point cloud metrics 

described previously over the entire forest area where ALS 

data is available. This is possible by (i) defining a grid cell size 

that relates to the size of the ground plot (i.e. both should 

be similar in size); and (ii) tiling of the area of interest to 

enable processing the point cloud metrics (Figure 5). The size 

of the processing tile you choose will depend on computing 

power and size of point cloud file (which is determined by 

density of ALS), but typically will range from 1 km x 1 km 

to 5 km x 5 km. A buffer is commonly applied external to 

the processing tile (e.g. 20–50 m) to avoid edge artifacts 

when mosaicking tile outputs for wall-to-wall metrics. The 

FUSION “gridmetrics” command will generate a similar 

suite of ALS metrics as the aforementioned “cloudmetrics” 

command over a predetermined raster extent (i.e. grid cell 

size). FUSION can generate a spatial index of your point 

cloud files (command “catalog” with /index switch). The 

spatial extent of each of the processing tiles can be passed 

to the “gridmetrics” command, which then uses the spatial 

index file to read into memory the required point clouds to 

calculate the metrics for each processing tile. You can then 

mosaic the outputs of each processing tile to generate wall-

to-wall metrics for the entire area of interest (Figure 6). Other 

software packages use similar indexing systems to enable 

large-area project workflows.

Figure 5. Processing tiles established over a forest management area. These 4 km x 4km tiles enable efficient processing of the wall-to-wall ALS 
metrics. The optimal tile size will depend on your computing power and size of your point cloud data files (which in turn will be dependent upon 
the point density of your ALS data).
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Figure 6. Example wall-to-wall ALS metric: 90th percentile of ALS heights (generated using a 25 m grid cell).
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4.4 Which modelling approach should I use?

In this section, we present several of the parametric and 

non-parametric approaches that are commonly used in 

implementing the ABA. Brosofske et al. (2014) conducted 

a review of methods used for predicting and mapping 

forest inventory attributes, and although the authors do 

not focus on ALS or the ABA specifically, they do provide 

a useful framework for assessing the various trade-offs 

associated with the selection of a modelling approach that 

are applicable in this context. In Table 4, we apply a similar 

framework to provide a summary of the key decision points 

associated with implementing the ABA. 

You can use both parametric and non-parametric modelling 

approaches to generate wall-to-wall estimates of key forest 

inventory attributes. The most common approaches for 

the ABA that have been applied in the scientific literature 

have been either parametric regression—either Ordinary 

Least Squares (OLS) regression (Næsset 1997) or Seemingly 

Unrelated Regression (SUR) (Næsset et al. 2005, Woods 

et al. 2011)—or non-parametric approaches, such as 

random forests and k-nearest neighbours (k-NN) (Hudak 

et al. 2008, Penner et al. 2013). The first publications 

describing the methodology of using ALS-derived point 

cloud metrics in the ABA used parametric regression 

(e.g. Næsset 1997) with examples using non-parametric 

approaches appearing soon after (e.g. Maltamo et al. 

2004). The issue of which method is superior or most 

appropriate for any given forest inventory situation is often 

subjective. For those interested in a detailed assessment 

of the methods, we recommend reviewing Næsset et 

al. (2005) for a comparison of parametric regression 

approaches, Hudak et al. (2008) for a comparison of 

imputation approaches, and Penner et al. (2013) who 

demonstrate the implementation of the ABA using both 

parametric and non-parametric regression approaches. 

Næsset et al. (2005) found no discernable superiority 

amongst the three parametric regression approaches they 

evaluated (that is, OLS, PLS (Partial Least Squares), and 

SUR) and hence OLS is often recommended for operational 

inventories because it is more easily implemented. Penner 

et al. (2013) likewise found that model outcomes were 

similar among the various methods they assessed and noted 

several operational advantages offered by random forests 

(in regression mode). Regardless of the method chosen, you 

need some fundamental statistical knowledge or expertise 

to both implement and interpret the model outcomes. 

We summarize the relative advantages and disadvantages 

of the various modelling approaches in Table 5 to enable 

the reader to make an informed decision about the 

most suitable method for their particular circumstances, 

while simultaneously considering the key decision points 

summarized in Table 4 below.
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Table 4. Key decision points and considerations in the selection of a method for implementing the area-based approach.

Key decision points 
for model selection

Potential answers and 
additional questions

Recommended modelling approach

What is the 
purpose of the 
modelling?

To understand relationships 
between ALS metrics and 
forest inventory attributes

Parametric regression

To retain variance structure 
in observed data (i.e. 
ground plot measurements)

Imputation (e.g. k-NN with k = 1, where k is the number of neighbours)

To maximize the accuracy  
of predictions

Commonly regression or random forests will give lower RMSE than imputation 
approaches if the ground plots are not representative. The choice of modelling 
method therefore depends on the representativeness of the observed data (ground 
plot measurements) and the complexity of the forest environment. In general,  
the accuracy of the k-NN approach is more sensitive to the quality and amount  
of ground reference data.

What resources 
are available to 
support your 
modelling efforts?

How much statistical 
expertise and experience do 
you or your team have?

Parametric regression involves a number of assumptions (Table 6). The analyst must 
know how to test for these assumptions and/or how to transform variables for use in 
parametric regression (Table 7).

What sort of computing 
power do you have 
available?

Non-parametric methods may be more computationally intensive to process and 
implement, but generally computing restraints are less of an issue than they were  
10 years ago.

Are you predicting 
single attributes 
(univariate) or 
multiple attributes 
(multivariate)?

Univariate Any method will provide satisfactory results.

Multivariate Theoretically, most methods are adaptable to a multivariate scenario, but imputation 
approaches will deal with this more readily and will also maintain the covariance 
structure of the observed data in the predictions when k = 1; note that there may  
be trade-offs in estimation accuracy.

What type of 
response variable(s) 
do you want to 
model?

Height-related (e.g. Lorey’s 
height or top height)

In most cases, a simple linear regression model will provide accurate results. Large 
residual values may inform on discrepancies between plot data and ALS metrics  
(e.g. plots disturbed between field data collection and ALS acquisition)

Basal area and volume For parametric regression, variable transformation is often required due to the 
non-linear relationship that typically exists between these attributes and ALS-
derived metrics (Table 7). No such transformations are required for non-parametric 
approaches.

What is the nature 
of your area of 
interest?

Simple, single-layered, few 
species

Any method will provide satisfactory results.

Complex, multi-layered, 
multi-species, multi-age

Non-parametric methods allow for the use of a broader suite of predictor variables 
if required (i.e. from ancillary data sources). Stratification, especially information on 
species or stand age, may improve model performance, regardless of the modelling 
approach used.



16 A model development and application guide for generating an enhanced forest inventory using airborne laser scanning data and an area-based approach

Table 5. Relative advantages and disadvantages of parametric and non-parametric approaches.

Method Examples from the literature Advantages Disadvantages

Regression 
(parametric)

Næsset et al. 2005 (OLS, PLS, SUR)
Hudak et al. 2006 (OLS)
Woods et al. 2011 (SUR)
Penner et al. 2013 (SUR)
Luther et al. 2014 (OLS)

• Easy to understand and share
• Familiar to majority of users
• Extrapolation possible outside the 

range of the sample data used to  
build the model (providing the model 
is unbiased and correctly describes  
the population of interest)

• Various forms available that offer 
flexibility relative to identified 
information needs: Ordinary Least 
Squares (OLS), Partial Least Squares 
(PLS), and Seemingly Unrelated 
Regression (SUR)

• Numerous assumptions must be 
tested for and satisfied (e.g. normality, 
homogeneity of variance, non-
collinearity of predictors). Users must 
(i) know what these assumptions are; 
(ii) know how to test for them; and  
(iii) know what to do if assumptions 
are violated

• Predictor variables should be 
independent 

• Variable transformations often 
required to achieve linearity and 
to account for heteroscedasticity 
if it is present (see Table 7); back 
transformations and correction  
for bias are then also required

• Missing values are problematic

Random 
forests 
(regression 
mode)

Nurminen et al. 2013
Penner et al. 2013
White et al. 2013
Yu et al. 2015

• Fewer assumptions than  
for parametric regression 

• No specific model form required 
• Use of both continuous and 

categorical variables possible as 
predictors or response variables

• Fast and relatively easy to use
• Relative importance of variables  

can be determined

• Relative to parametric regression,  
often viewed as a “black box” as the 
model is not illustrated by any means

• Requires a larger number of ground 
plot samples

• Cannot extrapolate beyond the 
training data, so training data must  
be representative of the forest 
structural variation in the study area

• Random component causes results to 
vary slightly when run multiple times 
on the same data (unless initiation 
parameters are fixed)

k-NN MSN approach applied to identify 
nearest neighbours:
Lemay and Temesgen 2005
Packalén and Maltamo 2007
Hudak et al. 2008
Eskelson et al. 2009
Breidenbach et al. 2010a
Breidenbach et al. 2010b
Latifi et al. 2010
Hudak et al. 2014
Chirici et al. 2016

Random forests used to  
identify nearest neighbours:
Hudak et al. 2008
Latifi et al. 2010
Penner et al. 2013
Vastaranta et al. 2013

• Fewer assumptions are made  
than parametric regression 

• No specific model form required
• Use of both continuous and 

categorical variables as predictors  
or response variables

• Assumes a strong relationship exists 
between attributes and predictors; 
however, the nature of that 
relationship does not need  
to be fully known

• Correlation of predictor  
variables possible 

• Simultaneous estimation of  
multiple dependent variables 
(multivariate) enabled

• Multiple versions of the approach 
allow different methods for  
specifying of the distance metric

• Complex variance-covariance  
structure of ground plot data can  
be retained when k = 1

• Predictions likely to be within the 
bounds of biological plausibility

• Relative to parametric regression, is 
often viewed as a “black box” as the 
model is not illustrated by any means

• No extrapolation beyond the training 
or reference data set (referred to as 
“extrapolation bias”) and therefore 
requires larger and more representative 
ground sample data 

• Extrapolation bias aggravated with  
an increasing number of neighbours 
(i.e. k > 1)

• Possibly critical determination of the 
appropriate number of neighbours (if 
too many neighbours, the k-NN tends 
toward an estimation of the mean).

• Selection of a distance metric
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Table 6. Some of the assumptions commonly associated with parametric regression and how to test for them.

Assumption How to determine if the assumption is violated?

A linear relationship exists between the 
dependent and independent variable(s).

• Visual inspection of residual (error term) plots (i.e. plots of standardized residuals  
as a function of standardized predicted values) 

• Residuals randomly scattered around 0 with no pattern evident
• Inspection of data for outliers

The residuals are normally distributed 
(multivariate normality).

• Visual inspection of the normal probability plot of the residuals

There is no multicollinearity between 
independent variables

• Generation of a correlation matrix between all independent variable 
• Use the Variance Inflation Factors (VIF)

Homoscedasticity (variance of residuals are 
similar across all values of the independent 
variable(s)).

• Visual inspection of residual plots (i.e. plots of standardized residuals as a function of 
standardized predicted values)

• Residuals randomly scattered around zero with no pattern evident

Parametric regression involves several assumptions  

with respect to the type of input data and model form  

(Table 6); further details are provided in Montgomery  

et al. (2006). The assumption of linearity between 

dependent and independent variables in regression can 

require the transformation of the input data. We list the 

most common nonlinear variable transformations that 

have been used in the context of the ABA in Table 7. You 

can determine the necessity of a transformation by first 

applying a standard regression to your raw data, and then 

evaluating the residual plot. If the residual plot displays a 

pattern that is not random, you will likely need to transform 

your data (either the dependent or independent variables, 

or both). Logarithmic transformations are by far the most 

common in the ABA literature (e.g. Næsset 2002), but other 

transformations have been applied. For example, Næsset 

(2011) experimented with logarithmic transformations to 

both the independent (logarithmic model, Table 7) and 

dependent variables (power model, Table 7), as well as 

a square-root transformation of the dependent variable 

(quadratic model, Table 7) for estimating biomass, but 

found no discernable effect of any of the transformations. 

Similar transformations were tested by Ørka et al. (2016) 

in regenerating forests to estimate dominant height, mean 

height, stem number, and number of dominant stems. 

In that study, the square-root transformation (quadratic 

model, Table 7) was found to provide the most accurate 

estimates and satisfy model assumptions. Penner et al. 

(2013) used a logarithmic transformation of the ALS 

metrics (Y-values; exponential model), and noted that 

since some metrics had zero values (and zero does not 

have a logarithm), a value of “1” was added to the ALS 

metrics before transformation. Such details are important 

considerations when applying a transformation. Note that 

if you apply a transformation, a back transformation must 

also be used to then return the estimates to the scale of  

the original data for reporting and validating the results.  

In some cases, a bias correction factor may also be 

necessary (e.g. Sprugel 1983).

Table 7. Nonlinear model transformations commonly used in the ABA. Note that a standard linear regression model form without any 
transformation is provided for reference. 

Model name Transformation Regression model form Predicted value

Standard linear regression

Logarithmic model

Exponential model

Power model

Quadratic model

 aucune

 aucune
 aucune

 aucune

 aucune
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In standard multiple linear regression, models for different 

forest stand attributes are estimated separately and are 

independent of each other. However, if the estimations  

are based on the same calibration data set, the error terms 

of the regression models are most likely correlated. Using 

SUR, it is possible to use these correlations to improve  

the estimation efficiency (Næsset et al. 2005; Woods  

et al. 2011); however, SUR shares similar requirements 

and assumptions as OLS (Zellner 1962). It is worth noting 

that model fit statistics will only describe the expected 

prediction accuracy within the range of observations 

used to train the model. Outside this range, parametric 

models, such as OLS regression, are considered to operate 

in extrapolation mode where prediction accuracies are far 

less certain (Demaerschalk and Kozak 1974; Montgomery 

et al. 2006). These extrapolation errors are often restricted 

to rare forest structural types; however, rare forest types 

can also contain a disproportionate amount of gross total 

volume and total aboveground biomass, and favourable 

habitat, due to the presence of unusually large trees and/

or more spatially complex stand structures. In contrast, 

non-parametric models that depend on the close proximity 

of nearest neighbours in a reference set to impute plausible 

predictions, cannot extrapolate. These extrapolation errors 

can result in an under- or overestimation if the model 

calibration data does not represent the full range of forest 

conditions. Hence, non-parametric approaches may not be 

suitable for implementing the ABA in situations where there 

is limited ground plot data or where the ground plot data 

is not representative of the full range of forest structural 

variability in the area of interest (Penner et al. 2013; Yu  

et al. 2011).

Non-parametric approaches involve fewer assumptions, 

making them more appealing for operational applications. 

The most common non-parametric methods used to 

predict forest attributes using the ABA are random forests 

and k-NN. Random forests is increasingly being used to 

implement the ABA, although random forests can be 

applied in diverse modes and for different purposes. We 

provide more detail on this method in Text Box 1. The main 

assumption related to k-NN in the context of the ABA lies in 

the existence of a strong relationship between the inventory 

attributes of interest and the ALS metrics (Eskelson et al. 

2009). In other words, two grid cells with similar metrics 

describing ALS height, density, and height variation are 

expected to have corresponding forest inventory attributes. 

We detail the considerations associated with using k-NN for 

the ABA in Text Box 2. Other forms of imputation have also 

been applied, including k most similar neighbour (kMSN) 

(Maltamo et al. 2003) or gradient nearest neighbour 

(GNN) (Zald et al. 2014). Hudak et al. (2008) provided a 

comparative analysis of the various imputation approaches.
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Text Box 1: What is random forests?

Random forests is an ensemble learning method developed by Breiman (2001). Ensemble learning methods generate 

many individual decision trees and then aggregate the results. Random forests can be used both for classification and 

regression (Liaw and Wiener 2002, Belgiu and Dragu 2015). Bagging is one method of ensemble learning whereby 

each tree is generated independently using a sub-sample of the data (which is referred to as a bootstrap). In random 

forests, this sub-sample consists of two-thirds of the available training data (referred to as in-bag samples), with the 

remaining one-third of samples (referred to as out-of-bag samples) reserved for an internal cross-validation approach 

(known as the out-of-bag or OOB error estimate) (Figure T1). What makes random forests “random” is not only this 

random sub-setting of training input data, but also the fact that, within each tree, each node is split using the best 

among a subset of predictors randomly chosen at that node (Breiman 2001). Hence, random forests is an approach 

to generating a forest of randomly and independently generated decision trees. When used in classification mode, 

random forests makes predictions based on the majority of votes (predictions) from all the trees in the forest. In 

regression mode, random forests takes the arithmetical mean of the predictions from all the trees in the forest. 

In the context of ABA, random forests can also be used (in classification mode) to identify nearest neighbours for 

an imputation (k-NN) approach (e.g. Hudak et al. 2008; Penner et al. 2013). In this scenario, the random forests 

proximity matrix is used to derive a nearest neighbour distance metric (Liaw and Wiener 2002). Hence, when someone 

indicates that they have used random forests to implement the ABA, it is important to clarify whether they have 

used random forests in classification mode to determine nearest neighbour distance for imputation (e.g. Hudak et al. 

2008, Vastaranta et al. 2013, Penner et al. 2013), or whether they have used random forests in regression mode for 

predicting forest inventory attributes (e.g. Nurminen et al. 2013, Penner et al. 2013, White et al. 2015a) (Table 4).

Figure T1. A schematic of random forests with three trees. A random sub-set of the training data representing two-thirds of the  
ground plot data is drawn for each tree, with the remaining one-third used for internal cross-validation.
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Text Box 2: A list of considerations for using k-NN in the ABA

One of the key advantages of using k-NN in the ABA is their capacity to predict multiple forest inventory attributes 

simultaneously, without the need for separate models. The k-NN method is based on calculating the statistical distance 

between predictor values (i.e. the ALS metrics) for each target grid cell (i.e. the area-based unit you want to generate 

an estimate for) and the reference samples (i.e. each of the ground plots). The k neighbour reference sample(s) with 

the minimum distance to the target grid cell are used to impute the ground plot attributes of interest to the target grid 

cell. When k = 1, the imputed or predicted values for the target grid cell is the same as that of the nearest neighbour 

reference plot. If k > 1, some combination of the nearest neighbours is required to generate the final prediction  

(Figure T2). There are several considerations when implementing k-NN (or other imputation approaches), including 

selection of predictors, weights for each predictor, a distance measure to assess similarity between neighbours, and  

the number of neighbours (k) to be used. Many software packages for implementing k-NN facilitate these decisions  

for the user, but awareness of the various decision points enables informed implementation of these approaches. 

1. Which predictors should I select?

k-NN is often used to predict multiple forest inventory attributes simultaneously. Thus, a key consideration when 

selecting predictors to use for k-NN is to identify the suite of predictors that best characterizes the attributes of interest 

and enables the selection of the best possible neighbour(s) for imputation. For example, if ALS metrics are used for 

imputing a basic suite of forest attributes such as gross total volume, basal area, Lorey’s mean height, and quadratic 

mean diameter, an assumption is made that the most similar reference observation in terms of ALS height, ALS density, 

and ALS height variation metrics is also the most similar in terms of forest attributes. In other words, forests that have 

similar ALS metric values are expected to have similar forest inventory attributes. By selecting predictors that are well 

suited for describing forest structure in general, instead of searching for the highest correlation between predictors 

and a single attribute of interest, a broader suite of forest inventory attributes can be imputed successfully and 

simultaneously. We describe some of the various methods available for selecting predictors in Section 4.5, as well  

as in Packalén et al. (2012).

Figure T2. k-NN using three nearest neighbours (k = 3). 

Continued on the next page
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Text Box 2: A list of considerations for using k-NN in the ABA (continued from previous page)

2. How do I calculate the distance between target grid cells and reference observations?

As described above, the distance measure in k-NN is based on the differences in values of the predictors (i.e. ALS 

metrics) in the feature space between the target grid cell and the reference sample. Note, that this is not a spatial 
distance, but rather a distance in the feature space (e.g. between values of ALS metrics). For example, (assuming k = 1 

and a Euclidean distance is used), if a target grid cell has a mean ALS height of 14.5 m and there are three reference 

samples (ground plots) with mean ALS heights of 14.8 m, 15.4 m, and 13.2 m, the nearest neighbour would be the 

reference sample with the mean height value of 14.8 m. You can use different distance measures to determine the 

distance between neighbours, including the Euclidian distance (Hudak et al. 2008), Mahalanobis distance (Maltamo 

and Eerikäinen 2001, Packalén et al. 2009), or the probability of ending in the same terminal node in a set of 

classification trees (determined using random forests) (Vastaranta et al. 2013). Hudak et al. (2008) provided a detailed 

comparison of different distance metrics used for imputation.

3. How can I define weights for each predictor (if required)?

In the example given above, the value of only a single predictor is considered (ALS mean height); however, multiple 

predictors are commonly used. The relative importance of each predictor is defined by determining a weight for each 

predictor to be used in the distance calculation in the feature space. The determination of these weights depends on 

the distance measure used. For example, if you use the Euclidean distance as the distance measure between neighbours, 

then all predictors are assumed to have an equal weight (Eskelson et al. 2009). Likewise, when random forests is used 

to define nearest neighbour distance, predictors are not weighted, but are assumed to be equally important (Hudak et 

al. 2008). The Mahalanobis distance uses the inverse covariance matrix of the predictors to calculate weights (Stage and 

Crookston 2007), while in the kMSN approach, canonical correlation analysis is used to identify the weights of each 

predictor by maximizing the correlation between predictors and response variables (Packalén et al. 2009). 

4. How many neighbours (k) should I use? 

In theory, you could choose any number of neighbours (k), as long as k is smaller than the number of measured  

ground plots. A large k shifts the prediction toward the sample mean and may also increase the prediction accuracy 

(Hudak et al. 2008). In contrast, Muinonen et al. (2001) found that increasing k beyond 3 did not improve accuracy. 

If maintaining the observed variance in the ground plot measurements is important in the predictions, then k should 

be set to 1 (Franco-Lopez et al. 2001). Thus, an optimal value for k will be a trade-off between accuracy in the final 

estimates and the degree of retained variation in the estimates (relative to variation in the reference data). Also, weaker 

relationships between inventory attributes and ALS metrics may necessitate a larger value for k (Eskelson et al. 2009).

5. How can I identify the weights for each neighbour?

When k > 1, it is common to weight each neighbour, and this weight is often calculated based on the distance 

between the target grid cell (i.e. the grid cell to be predicted) and the reference sample (Packalén and Maltamo, 2006):

where  is the distance defined by any of the above-mentioned methods.

Although imputation approaches may be perceived as being more user friendly than parametric regression, some 

fundamental statistical knowledge or expertise is required to both implement and interpret the model outcomes. 

In addition, the amount and quality of the ground plot measurements are crucial for k-NN. If the ground plot data 

do not cover the full range of variability of the population, the predictions can be unreliable (i.e. prone to under- 

or overestimation; this is also referred to as extrapolation bias), regardless of the methods used for selecting and 

weighting predictors and neighbours. 



22 A model development and application guide for generating an enhanced forest inventory using airborne laser scanning data and an area-based approach

4.5 How do I select predictors for modelling?

Explanatory variables, or predictors, for the forest inventory 

attributes of interest, are generally statistical summary 

measures describing the distribution of returns within the 

ALS point cloud. Earlier, we referred to these measures as 

ALS metrics. As already discussed in White et al. (2013), 

the area-based prediction of forest inventory attributes is 

based on the statistical dependency between the predictor 

variables (ALS metrics) and the response variables (from 

ground measurements and ground plot summaries). Thus, 

for sound modelling it is crucial that the predictor variables 

derived from the ALS data describe both the vertical and 

horizontal distribution of vegetation in the canopy (Næsset 

2011). In addition, it is widely acknowledged that many 

ALS metrics are highly correlated and therefore, predictor 

selection is not only essential for model parsimony but 

also for the generation of robust area-based models. The 

collinearity commonly found between ALS predictors 

necessitates predictor selection, with anywhere from one  

to six predictors typically used in a parsimonious model  

(i.e. Heurich and Thomas 2008, Bouvier et al. 2015, 

Tompalski et al. 2015).

The selection of predictors is somewhat dependent on 

the modelling approach used. In parametric regression 

approaches, the relationship between ALS metrics and each 

forest inventory attribute is maximized, whereas in  

non-parametric approaches the similarity between 

ALS metrics for each grid cell is explored. A common 

temptation, particularly when using non-parametric 

approaches, is to input a large number of predictors into 

the model. Assumptions regarding the multicollinearity  

of predictors are believed to be less of a concern for  

non-parametric approaches; however, research has 

indicated that this is not necessarily the case (McRoberts 

et al. 2016). The aim of model development, regardless 

of method, should be parsimony (e.g. selecting only a 

small set of relevant predictors). Although it is difficult 

to generalize across all forest environments, researchers 

commonly acknowledge that metrics related to canopy 

height (e.g. mean, median, 90th percentile of return heights) 

have the strongest correlation with attributes describing 

the stocking of the forest stands (e.g. gross volume). Mean 

canopy height from ALS often has the strongest correlation 

with volume, whereas a percentile from the upper range 

(e.g. 90th percentile of ALS return heights) are often most 

strongly correlated with height attributes like Lorey’s mean 

height or top height. For modelling of most forest inventory 

attributes with good predictive performance, a few metrics 

representing plot height, variability of plot height, and plot 

canopy cover are often reliable predictors for basal area, 

volume and biomass (Table 8; Lefsky et al. 2005; Li et al. 

2008; Bouvier et al. 2015). 

Table 8. Robust prediction models for forest inventory attributes can often be developed by using only a limited number of ALS metrics. Below 
are suggested ALS metrics to consider as a starting point for modelling the indicated attributes using the ABA. 

Forest Inventory Attribute ALS metric(s) to consider in the modelling

Top height (m)
Dominant height (m)
Mean height (m)
Lorey’s mean height (m)

• Requires metrics describing vegetation height, such as 90th percentile or mean 
vegetation height

• Typically, one of the height percentiles (i.e. from the 80th to the 99th) is most useful  
in the ABA 

• Use of maximum height generally not recommended

Stem density (stems ha-1) • Generally, there is a weaker relationship between stem density and ALS metrics that 
will depend on the forest environment (e.g. multi-layered versus single layer, conifer 
dominated or mixed species, managed or unmanaged) 

• Stems per ha is somewhat correlated with metrics of vegetation density (e.g. 
vegetation cover percentage), but also with vegetation height (height percentiles  
or mean height, as above) 

• More uncertainty associated with stem density predictions relative to the level of 
uncertainty associated with other basic forest inventory attributes 

Quadratic mean diameter (cm)
Basal area (m2 ha-1)
Gross total volume (m3 ha-1)
Gross merchantable volume (m3 ha-1)
Total aboveground biomass (Kg ha-1)

• Metrics describing vegetation height and density (see suggestions above) are typically 
strong predictors for these attributes and both of these components are required in 
the model 

• Worthwile to test if information on height variation (such as standard deviation of 
vegetation points) improves the model (will depend on the forest environment)
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You can choose from several methods to help with 

predictor selection. In general, these selection methods can 

be assigned to two main classes: wrapper methods and 

filter methods. Wrapper methods evaluate the respective 

model performance after iteratively adding and removing 

potential candidate predictors to find the best combination 

for a desired model (i.e. a specific model performance 

measure can be utilized for tuning the predictor set). Some 

examples of wrapper methods include stepwise selection 

for linear regression and best subsets regression (Hudak  

et al. 2006, Luther et al. 2014). A variation on this approach 

is the use of a metric such as the Akaike Information 

Criterion (AIC; Akaike 1973) to evaluate models generated 

using different combinations of predictors. In contrast, filter 

methods evaluate potential predictors irrespective of the 

model for which the predictors should be used. The use of 

Principal Component Analysis (PCA) for predictor selection 

would be considered an example of a filter method. In 

White et al. (2013; p. 11), we described the approach of 

Li et al. (2008), who used PCA as a method to identify 

the most relevant predictors for the ABA. PCA is a model-

independent method to reduce feature space and can be 

easily applied to a set of ALS metrics with the first three 

Principal Components (PC) typically accounting for the 

majority of the variance in an ALS point cloud. We provide 

a sample PCA in Figure 7 for a coastal forest area in British 

Columbia, Canada. In this case, almost 85% of the variance 

in the ALS data can be explained by the first three PCs, with 

the highest component loadings for median height (PC1), 

coefficient of variation in height (PC2), and canopy cover 

(% of all returns above mean height; PC3).
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Figure 7. Principal components (PC) computed from a set of 30 ALS metrics in a coastal forest of British Columbia, Canada. The majority of the 
variance within the data can be assigned to a relatively small number of PCs: in this example, the first 3 PCs account for approximately 85% of the 
total variance in the ALS data. The variables with the highest loadings on each of the first 3 PCs are median height (PC1), coefficient of variation 
of height (PC2), and canopy cover (% of all returns above mean height; PC3).
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In addition to the model-independent approaches for 

predictor selection such as PCA, some models come with 

built-in predictor selection possibilities or methods for 

evaluating predictor importance. For example, the random 

forests method (See section 3.1; Text Box 1) provides a 

built-in measure for aiding in predictor selection referred to 

as variable importance (Breiman 2001). Variable importance 

is calculated using the mean decrease in accuracy if the 

values of a given variable are randomly permuted and used 

as a predictor in the modelling. The greater the decrease  

in accuracy, the greater the variable importance will be. 

Figure 8 shows variable importance measures from random 

forests for predictor variables describing canopy height  

(e.g. P90
ALS

), variation in height (e.g. CoV
ALS

), and canopy 

closure (e.g. CCmean
ALS

) for estimating Lorey’s mean  

height, basal area, and gross total volume.

Other studies have selected metrics based on the target 

information needs and expert judgement (e.g. Asner et 

al. 2012, Means et al. 2000, Hopkinson and Chasmer 

2009). For example, Bouvier et al. (2015) chose only four 

predictors based on knowledge gained from previous 

studies concerning the relationship between certain ALS 

metrics and forest characteristics. The authors selected 

the mean height of ALS points to describe canopy height, 

variation in height of ALS points to describe variability of 

canopy height, proportion of first returns below a specified 

threshold to describe stand density, and a coefficient 

of variation of leaf area density from ALS profiles to 

characterize the vertical structure of a stand. 

Table 9. Different resampling approaches for model validation.

Method Description

Data split Data split partitions the ground plot data into two separate groups: one group is used for training and the 
other for validation. This method is the most straight-forward, but caution is necessary with regard to the 
data split. Are the subset samples similar (mean and standard deviation of the forest inventory attribute of 
interest)? Are rare observations omitted in the training data set? Are there any restrictions one should keep 
in mind (ground plots in rare forest types, etcetera).

k-fold Cross Validation This method partitions the ground plot data into k-subsets. Each subset is withheld and the model is trained 
on the remaining subsets. The withheld subset is used to evaluate model performance. The process is repeated 
with each subset and the results are summarized in an overall accuracy. k is commonly 3, 5, 7, or 10. 

Repeated k-fold Cross 
Validation

This method repeats the k-fold cross validation a number of times and estimate the overall accuracy as the 
mean of all repeats.

Leave-one-out cross 
validation

Leave-one-out is a special case of k-fold Cross Validation. One ground plot is withheld and the model is built 
using all other ground plots. Repeat for all ground plots.

Bootstrap resampling In bootstrap resampling, random samples of the available ground plot data are taken with replacement (that 
is, plots selected for the subset can be selected again in a second or any further selection). In modelling, the 
bootstrap sample of the same size as the original data set is used for model building, and the remaining plots 
(that is, those not selected for the current bootstrap; out-of-bag), can be used as independent data to predict 
on. This sampling—model building—predicting workflow is iterated numerous times (e.g. thousands), and 
averages of the models’ performances can be used as overall performance.
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Figure 8. Examples of the variable importance measures derived from random forests (Breiman et al. 2006), and adapted from  
White et al. (2015b). 
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4.6 How do I evaluate the models I generate? 

It is critical to evaluate all potential models you generate, as 

well as their predictions. As noted earlier, regardless of the 

modelling approach applied, the goal is to develop models 

that are both biologically plausible and parsimonious using 

only the most relevant and meaningful predictors for the 

target attribute(s) of interest. Evaluation of your model 

also allows you to anticipate how the model is likely to 

perform when you apply it to new observations (i.e. when 

you apply the model across your area of interest). In order 

to quantitatively assess the performance of the established 

prediction models for forest inventory attributes, a set of 

performance measures can be computed. These measures 

describe various aspects of model quality, and caution 

should be exercised when assessing the accuracy and 

appropriateness of models based on the results. If you 

want to compare the results of your models with reported 

estimates in other studies, it is essential to carefully read 

the procedure that was applied and the data included (in 

the comparative study) when calculating the performance 

estimates. In general, you can compute performance 

estimates via different resampling techniques (Table 9) 

or by using independent validation data (either sampled 

independently or withheld from use in model development). 

Since ground plot data are expensive to acquire, it is 

common to apply resampling methods such as cross-

validation to generate estimates of model performance 

(Kuhn and Johnson 2013). The statistical software package 

R (R Core Team 2015) provides a convenient (and no-cost) 

environment for establishing predictive models for forest 

inventory attributes. Moreover, you can employ the R 

package caret (Kuhn 2008) for both model building  

and evaluation. 

Table 10. Summary of common terms used to describe model performance: bias, precision, and accuracy.

Term Definition

Bias • Bias is defined as “the difference between a population mean of the measurements or test results and an accepted 
reference or true value” (Bainbridge 1985).

• Bias is about the direction of differences between estimates and reference values. Bias results in either an underestimate  
or an overestimate of the reference value.

• A good model should be unbiased, so that an even distribution of underestimates and overestimates leads to an overall  
bias of zero. 

• Bias is also termed as “systematic error.”

Measurement bias: 
• Is caused by faulty measuring devices or procedures, and does not decrease with increased sampling effort

Sampling bias:
• Is the result of unrepresentative sampling of the target population, and does not decrease with increased sampling effort

Estimation bias:
•  Is caused by a biased estimator; average of repeated estimates differs from a true value and decreases with increased 

sampling effort

How is bias measured?
• With mean error (ME), also called mean deviation, mean difference, or just “bias”

Precision • Precision is a measure of the statistical variance of an estimation procedure or, in sampling situations, the spread  
of the data resulting from the statistical variability present in the sample (Walther and Moore 2005).

• Precision is the absence of random error.
• A good estimator should be precise so that its estimates show little variation.

How is precision measured?
• With variance or standard deviation of the estimate

Accuracy • The overall distance between estimated values and true values.
• A good model should be accurate, so that its estimates are as close to the references values as possible. 
• Accuracy is about the magnitude of the differences between estimates and reference values.

How is accuracy measured?
• With Mean Square Error (MSE) or Mean Square Deviation (MSD) and Root Mean Square Error (RMSE)
•  RMSE can be dominated by outliers (i.e. largest differences between estimate and reference value) to avoid this,  

you can use mean absolute error (MAE) or median of all absolute differences (MAD).
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In general, there are three terms used to describe model 

performance: accuracy, precision, and bias. We summarize 

detailed definitions of these terms and their associated 

measures in Table 10, and illustrate these concepts in Figure 9. 

Regardless of whether you use a parametric or non-

parametric method for model development and estimation, 

the performance measures outlined in Table 11 can be used 

to evaluate models, and the relative measures can be used  

to compare model performance between different studies.

Table 11. Common measures used to evaluate ABA model performance.

Measure Description Equation

Root Mean Square Error (RMSE) • An absolute measure of model accuracy
• Indicates how close the estimates are to the reference values
• Calculated as the square root of the Mean Square  

Error (MSE)
• The mean of the squared differences between estimates  

and reference values

Relative Root Mean Square Error 
(RMSE%)

• A relative measure of model accuracy
• Scaled by the mean observed value in order to enable 

comparisons of RMSE between different studies

Mean Error • An absolute measure of model bias
• Calculated as the mean of all differences between estimated 

and reference values

Relative Mean Error (ME%) • A relative measure of model bias 
• Is scaled by the mean observed value in order to enable 

comparisons of ME between different studies

Note: yi is the observed value and yi  is the predicted value for the ien of sample plots; y is the mean value of all observations.

Figure 9. An illustration of the concepts of accuracy, precision, and bias. 

ˆ
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5. Generating wall-to-wall predictions

5.1  How do I apply my area-based models 
across my area of interest?

The grid cell is the fundamental unit of the ABA. Once 

models have been built using the co-located ALS data 

metrics and ground measurements, you will need to apply 

the models to the area of interest using the wall-to-wall 

metrics generated from the ALS data (see Section 4.3). 

Recall that these large-area, wall-to-wall metrics are in 

raster format with each grid cell value representing the 

metric value for that unit. Raster formats vary and may 

depend on the software packages you use. The approach 

for applying the developed models across the area of 

interest depends on the model type. You can often apply 

regression equations within a GIS or image processing 

software package directly, using the package’s inherent 

mathematical functionality. If you use a modelling approach 

that does not result in a readily-applied equation, then 

another software package may be more suitable for the 

wall-to-wall prediction. For example, the predict function in 

R could be used, which can handle most model types and 

can be easily applied to a set of raster layers representing 

the model inputs (i.e. the ALS metrics). Another example 

is the R package yaImpute, which has been widely used to 

build k-NN models and generate wall-to-wall predictions 

(Crookston and Finley 2007). Yet another option would  

be to combine the use of Python, R, and GIS software  

(e.g. ArcGIS, SAGA) to generate wall-to-wall outputs.

5.2  How do I exclude areas where models 
should not be applied?

Masking of the area of interest is typically required to 

exclude areas where the developed ABA models should not 

be applied (e.g. non-forest areas or areas that were recently 

disturbed). You can use the wall-to-wall ALS metrics to 

identify areas that should be masked out (Figure 10). For 

example, you can combine NODATA areas from individual 

wall-to-wall metric rasters to generate a master NODATA 

mask. Metrics that are useful for this include the number of 

returns above a minimum height threshold (e.g. 2 m), the 

minimum height value for the grid cell, and the percentage 

of all returns above a minimum height threshold. In 

Figure 11 we provide an example of a wall-to-wall map of 

gross merchantable volume, where the no data mask was 

used to restrict the application of the ABA model.
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Figure 10. A compiled NODATA mask used to restrict the application of the generated ABA models. Note that if models are being applied by 
forest type or species group, then an additional mask would be used to identify stands with the appropriate species groupings.
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Figure 11. A wall-to-wall map of gross merchantable volume generated using the ABA. The NODATA mask in Figure 10 was used to limit the 
areas to which the model was applied.



30 A model development and application guide for generating an enhanced forest inventory using airborne laser scanning data and an area-based approach

5.3  How do I integrate estimates from  
the area-based approach into a  
stand-level forest inventory?

To maintain maximum flexibility (and useful information), 

users are encouraged to retain the original ABA grid-

based prediction rasters within their GIS data systems. 

However, recognizing that in the majority of provincial 

and territorial jurisdictions in Canada (and elsewhere), 

forest inventory standards require stand-level estimates, 

we present options for generalizing these rasters to the 

stand level. To achieve this, you can use stand boundaries 

from an existing inventory (for alternatives see Section 5.1) 

to enable the summary of grid-cell predictions to mean 

stand-level estimates of attributes of interest (see Table 1). 

Other descriptive statistics can likewise be generated from 

the grid cells within a given stand (i.e. minimum, maximum, 

and standard deviation). Prior to computing these stand 

level statistics, you can apply a buffer (equal to the width 

of a single grid cell) on the inside of all stand boundaries in 

order to diminish the negative influence of boundary grid 

cells (i.e. grid cells that may represent mixed conditions 

along stand boundaries) on the estimation of within-stand 

(polygon) means, variances, and other summary statistics 

(Figure 12). Grid cells within the buffer zone are excluded 

from the calculation of stand-level summaries. Note that 

if stands are small (i.e. < 2 ha), buffering may not be a 

viable option and in that case the grid cell values could be 

weighted by the proportion of the grid cell area which falls 

within the stand boundary and use the calculated weights 

to generate the stand-level summaries. It is common 

practice to use the mean or weighted mean value of 

each attribute as the stand-level estimate of the inventory 

variable of interest. In contrast to existing stand-level forest 

inventories that typically provide only a single estimate for 

the entire stand, the ABA enables within-stand variability to 

be characterized. Various approaches have been applied to 

characterize this variability, with the most common being 

the standard deviation or variance. You can include all 

stand-level descriptive statistics as separate fields (columns) 

in an updated stand-level inventory. 

We recommend caution with respect to characterizing the 

stand-level uncertainty of area-based estimates. Although 

it has become common practice to characterize stand-

level uncertainty in estimates such as gross total volume 

or total aboveground biomass using confidence intervals, 

this approach can result in a marked underestimation of 

uncertainty and by association, a distorted assessment 

of ALS-based model performance in the context of an 

EFI (Magnussen et al. 2016). Confidence intervals are a 

population-level estimator, meaning they are appropriate 

for characterizing uncertainty across an entire forest 

management area, but not for estimating uncertainty for 

individual forest stands. Magnussen et al. (2016) propose 

three alternative estimators that are more appropriate 

for estimating stand-level uncertainty, and end users are 

encouraged to consider these alternatives if a realistic 

characterization of stand-level uncertainty in area-based 

estimates is required.

Figure 12. Existing forest inventory stand boundaries overlaid on rasters of Lorey’s mean height (A) and gross volume (B). The interior of the 
polygon (hatched) is identified using a 25 m internal buffer applied to the stand boundary. Only cells found under this mask are used to generate 
stand-level summaries, such as the mean and standard deviation. Boundary grid cells (i.e. those that are found within 25 m of the stand boundary) 
are thereby excluded from the calculation of stand-level statistics.
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6. Additional topics on implementing the area-based approach

6.1 How can I create stand boundaries? 

For obtaining stand boundaries for use in an EFI,  

you have three main options. You can:

• Obtain new boundaries by segmenting ALS data,

• Obtain new boundaries by segmenting aerial imagery, or

• Use pre-existing stand boundaries

Forest stand boundaries are often required for forest 

management and planning of operations. A stand should 

preferably be homogenous in its content, as defined by 

species composition, tree size, stem density, canopy closure, 

and site type (Leckie et al. 2003). You can form stands using 

either operational or biological criteria. Biological stands 

tend to be smaller and more detailed than stands defined 

according to operational forest management criteria. The 

main disadvantage of delineating stand boundaries is the 

labour-intensive work required to continually update the 

stands following management activities, and the amount 

of subjective judgment and manual work required to create 

stand delineations (Wulder et al. 2008, Hou et al. 2013). 

Traditionally, stand boundaries have been produced using 

either visual interpretation or automatic segmentation 

of aerial imagery (Leckie et al. 2003). You may prefer 

automated stand delineation using segmentation due to its 

objectivity. Segmentation algorithms define homogenous 

regions based on specific properties associated with the 

remotely sensed data being used, along with criteria for 

delineated units (e.g. minimum size; Wulder et al. 2008). 

Different software solutions are available for executing 

segmentation tasks based on image information (e.g. 

eCognition, ENVI, ArboLiDAR, MVTec Halcon, Orfeo 

ToolBox in QGIS, EBImage package in R). Some knowledge 

and expertise is often required in order to achieve 

meaningful results from these segmentation algorithms 

and the software can be expensive. Typically, data used 

for segmenting forest stands are either very high spatial 

resolution optical imagery (both air- and spaceborne) or  

ALS data (Wulder et al. 2008, Koch et al. 2009)

In automatic stand delineation, you can often infer variation 

in tree species or forest type using the spectral information 

from airborne or satellite imagery; however, imagery lacks 

information on stand height and density, which are also 

important criteria for stand delineation. Alternatively, ALS 

data can capture variation in stand height and density, but 

lacks tree species and composition information. Therefore, 

the combination of spectral information from optical data 

and structural attributes from ALS often produces the 

most useful stand boundaries for forestry applications 

(Diedershagen et al. 2004, Hou et al. 2013). Vastaranta  

et al. (2014) used the 85th height percentile of the ALS 

return heights and vegetation density for segmentation. 

Hou et al. (2013) used attributes predicted with the ABA 

(volume, basal area) to delineate stands after wall-to-wall 

estimates were made. 

6.2  How can I generate species-specific 
information? 

ALS data provide detailed information about forest height 

and density; however, accurate identification of individual 

species has not yet been resolved in an operational context. 

Research into the use of multispectral ALS data (that is, 

ALS data collected in multiple wavelengths) for individual 

tree detection and tree species classification is emerging 

and appears promising (Yu et al. 2017), but questions exist 

concerning the performance of multispectral ALS data 

in environments with greater species complexity. Other 

questions such as the transferability of the species models 

and the use of this information in the ABA context remain 

the subject of ongoing research and operational testing 

(Vauhkonen et al. 2014).

The combination of ALS and optical data for obtaining 

species-specific estimates for forest inventory attributes 

has been proposed, although care must be taken to ensure 

that both data sets are acquired approximately at the same 

time (Packalén and Maltamo 2006, 2007). You can use 

optical imagery for pre-stratification, prior to the collection 

of field data, to ensure that the field measurements include 

all species. Alternatively, you can extract features from the 

imagery that can be included in the area-based modelling 

along with ALS metrics. As described above, you may also 

use available information about tree species or species 

groups from previous inventories for stratification. 

The choice of modelling approach for the ABA can also 

determine how species information is used. For example, 

parametric regression typically requires individual models 

(i.e. predictor selection and regression coefficients) for 

each forest inventory attribute and for each tree species or 

species group (See Section 2.3). Therefore, and as noted 

earlier, we recommend pre-stratification of the forest 

area of interest in order to ensure that each forest type 

has sufficient ground plots to support the development 

of predictive models. Næsset (2004b) used aerial imagery 

for delineating stands and identifying stands dominated 

by either Scots pine or Norway spruce. Chen et al. (2012) 

utilized vegetation type maps based on visual interpretation 

of aerial photographs in biomass estimation. However, 



32 A model development and application guide for generating an enhanced forest inventory using airborne laser scanning data and an area-based approach

using image classification methods for identifying species 

or species groups (e.g. visual interpretation, supervised 

or unsupervised classification methods) requires careful 

consideration, as the use of erroneous species or species 

groups for stratification can increase the uncertainty of the 

ABA estimates. As we indicated in Section 4.5, testing for 

multicollinearity of predictors is a best practice, regardless 

of the modelling approach selected. When estimating 

species-specific forest inventory attributes with the ABA, 

you must test for multicollinearity for each species or 

species group. 

With non-parametric approaches, spectral features 

extracted from aerial imagery that aid in distinguishing tree 

species can be used directly in the ABA with ALS metrics. In 

random forests, you could also use species information as 

categorical variables directly. Depending on the complexity 

of the tree species assemblages, the number of predictors 

required for modelling can vary. For example, Packalén and 

Maltamo (2007) extracted spectral and textural features 

from aerial imagery, which were included in a non-

parametric approach (k-Most-Similar Neighbour or k-MSN) 

to estimate species-specific forest inventory attributes. 

In the case of Packalén and Maltamo (2007) predictor 

selection was not optimized based on identification power, 

however, correlation between features and proportion 

of basal area of a species or species group could be used 

when selecting predictors. When applying non-parametric 

k-NN approaches, nearest neighbours are sought based 

on the proximity in relation to the selected predictors. As 

long as you include variation in species distribution in the 

ground plot measurements used for model development, 

non-parametric approaches can produce species-specific 

forest inventory attributes at the same time for the entire 

inventory area (Maltamo and Packalén 2015).

Depending on information needs associated with species, it 

is useful to consider estimating the main or dominant tree 

species along with other forest inventory attributes (Hudak 

et al. 2008). This requires less information about species 

distribution and may be obtained more reliably from aerial 

or high spatial resolution satellite imagery, regardless of the 

interpretation method used. Tompalski et al. (2014) found 

that errors in height measurement have more impact on the 

calculation of individual tree volumes than errors in species, 

when using species-specific allometric equations. Hence, 

it is important for end users to recall their need for species 

information (i.e. are individual tree species or detailed 

species composition required, or is knowledge of dominant 

species and/or broader species groups sufficient?), and to 

allocate their efforts accordingly. 

To summarize, you will be more successful in determining 

tree species in forest environments with fewer species or 

strong physiographic controls on species occurrence, while 

forest environments with more complex mixtures of tree 

species will likely remain challenging, even with the advent 

of multi-spectral ALS systems. By its very nature, the cell 

size used in the ABA implies a mixture of species (except in 

pure stands) and for optical data, this is confounded by a 

mixing of sunlit and shaded crowns as well as canopy gaps 

within the same ABA grid cell. Thus, if species composition 

is an inventory requirement and the number of species 

is large, identification of individual trees and subsequent 

modelling of tree species is likely required (which could 

then be summarized at the ABA grid cell level). However, in 

other environments with more limited species variation, the 

ABA approach that incorporates species information, as is 

currently applied in Finland, for example, may suffice. 

6.3  How can I derive stem  
diameter distributions?

Most of the ALS research in forest inventory has focused 

on the estimation of mean characteristics, such as plot 

or stand mean height or gross total volume. However, 

from the perspective of both forest value assessment and 

operative timber harvesting, the prediction of a species-

specific assortment of stem diameters is by far the most 

essential issue. For example, you cannot accurately 

determine the economic value of a forest stand based on 

total gross volume only. Instead, information on tree species 

and the stem size distribution is also required to reliably 

determine the distribution of the total gross volume in 

various assortments (Holopainen et al. 2010). The timber 

assortment information can be calculated from species-

specific DBH distributions. In forest inventory, you obtain 

attributes such as species-specific stem density, basal area, 

Lorey’s mean height, and gross total volume. Subsequently, 

stand-level information is commonly converted into tree-

level information through size distribution modelling, which 

means selecting the appropriate distribution function and 

the distribution modelling approach (Cao 2004, Siipilehto 

2011). Various distributions (e.g. beta, Weibull, and 

Johnson’s SB) have been applied for estimating species-

specific size distributions (Päivinen 1980; Kilkki et al. 

1989; Maltamo et al. 1995; Siipilehto 1999). Diameter 

distributions are presented as either unweighted with 

respect to tree frequency (i.e. DBH-frequency distribution) 

or weighted with respect to tree basal area (i.e. basal 

area-DBH distribution) (Gove and Patil 1998). However, 

weighting will influence the shape of the distribution (Gove 

and Patil 1998; Siipilehto 1999). Parameters of the size 

distribution either can be predicted or recovered (Siipilehto 

and Mehätalo 2013).
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Although ALS does not measure diameter directly, the 

robust statistical relationship between certain ALS metrics 

and characteristics of stem diameter distributions, allow 

the latter to be modelled effectively using ALS data 

(Maltamo and Gobakken 2014). There are many alternative 

approaches for obtaining diameter distribution using the 

ABA. When parameters of the distribution function are 

determined (either predicted or recovered), forest inventory 

attributes obtained from the ABA are used as model inputs. 

With a large number of accurately measured plots, you 

can also build prediction models for diameter distribution 

parameters using ALS metrics as predictors instead of forest 

inventory attributes (Gobakken and Næsset 2004). It should 

be noted that in most of the forest planning systems, stem 

distribution modelling occurs at the stand level. In the ABA, 

this requires that the distribution is predicted or recovered 

after grid-level ABA predictions are aggregated. However, it 

has been shown that if diameter distributions are predicted 

for each grid cell, stand-level timber recovery estimates are 

improved (Siipilehto et al. 2016).

You can also predict stem diameter distributions non-

parametrically using tree measurements from ground plot 

data. Field-measured trees can be seen as an empirical 

stem distribution and with k-NN estimation; it is possible to 

impute field measured empirical distributions for each grid 

cell (Maltamo et al. 2009). With this approach, Packalén 

and Maltamo (2008) outperformed the Weibull-function 

parameter prediction method. However, imputation of 

the empirical stem distribution easily adds to the amount 

of the data to be saved for each prediction cell, and 

care must be taken to ensure that the modelling data 

are sufficiently comprehensive. Research into stem size 

distributions continues to evolve. Magnussen and Renaud 

(2016) demonstrated how a relative frequency distribution 

of canopy heights derived from ALS data can be used to 

improve the estimation of stem size distributions. Using 

multi-dimensional scaling, the authors present a scalable 

approach—meaning the approach enables generation of 

both stand- and stratum-level stem size distributions.

6.4  How can I make use of the  
intra-stand variation provided  
by the area-based approach?

The ABA provides estimates of forest inventory attributes 

for each grid cell. As we noted in Section 5.3, these grid-

cell estimates can be aggregated in some way to generate 

an estimate for the forest stand. However, for some forestry 

applications, it is worthwhile to take advantage of the grid 

cell-level information rather than using aggregated stand 

attributes. In general, EFI raster layers of forest inventory 

attributes describe variation in forest structure with far 

more detail than stand-level information. If some pre-

existing stand boundaries are used, raster layers reveal 

within-stand variation. On the other hand, these raster 

layers can minimize intra-stand variation if you use them 

to derive stand boundaries using automated segmentation 

approaches (e.g. Hou et al. 2013), as described in 

Section 6.1. Automatic segmentation may allow dynamic 

stand boundaries to be defined “on the fly” for specific 

forest operations. For example, forest stands that have 

similar stand characteristics in basal area, site quality, and 

growth may all reach maturity for harvest at similar times, 

thereby allowing for similar management prescriptions. 

You can use raster layers derived from the ABA to create 

dynamic stand harvest boundaries. In this case, stand 

boundaries are determined by the probability that the grid 

cell is sufficiently mature for harvest, with probabilities 

estimated from a model that incorporates information 

from a series of ABA rasters. You can also utilize ABA 

raster layers of forest inventory attributes to provide a 

more detailed estimation of forest structure, such as in the 

characterization of stem diameter distributions (See 5.4).
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7. Resources

Online tutorials:

The Remote Sensing Applications Centre of the US Forest 

Service has generated many online ALS-related tutorials. 

These tutorials cover a range of topics, including an 

introduction to modelling with R. 

• https://www.fs.fed.us/eng/rsac/lidar_training/

The rapidlasso website (LAStools) provides many online 

tutorials and videos.

• https://rapidlasso.com/category/tutorials/

Documents:

The best practices guide referred to herein (White et 

al., 2013), is available for download in both English and 

French language versions from the Canadian Forest Service 

bookstore:

• https://cfs.nrcan.gc.ca/publications?id=34887

• https://cfs.nrcan.gc.ca/publications?id=35375

Software:

Packages in R useful for manipulating ALS data and for 

spatial operations:

• lidR: R package for airborne LiDAR data manipulation 

and visualisation for forestry application (https://github.

com/Jean-Romain/lidR, https://CRAN.R-project.org/

package=lidR)

• sp: Classes and Methods for Spatial Data  

(https://CRAN.R-project.org/package=sp)

• sf: Simple features for R (https://CRAN.R-project.org/

package=sf); Package for handling all kinds of spatial 

vector data in R

• raster: Geographic Data Analysis and Modelling  

(https://CRAN.R-project.org/package=raster); Useful 

package for all raster operations in R

Packages in R that are useful for statistical modelling and 

the ABA:

• randomForest (https://cran.r-project.org/web/packages/

randomForest/randomForest.pdf)

• yaimpute (https://cran.r-project.org/web/packages/

yaImpute/yaImpute.pdf) 

• caret (https://cran.r-project.org/web/packages/caret/index.

html)
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