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Abstract: The pervading paradigm in insect phenology models is that the response to a given
temperature does not vary within a life stage. The developmental rate functions that have been
developed for general use, or for specific insects, have for the most part been temperature-dependent
but not age-dependent, except where age is an ordinal variable designating the larval instar.
Age dependence, where age is a continuous variable, is not often reported (or investigated),
and is rarely included in phenology models. I provide a short review of the seldom-investigated
phenomenon of age dependence in developmental response to temperature, and compare the
derivation of the winter moth egg phenology model by Salis et al. to the derivation of another
egg phenology model with age-dependent responses to temperature I discuss some probable reasons
for the discrepancies (acknowledged by Salis et al.) between modelled and observed developmental
rates of the winter moth, and discuss the contribution that geographically robust phenology models
can make to estimates of species distributions.

Keywords: phenology; age dependence; age-dependent developmental rate; gypsy moth; winter
moth; niche models; Jensen’s inequality

1. Introduction

The history of phenological observations dates to at least the 11th C BCE [1]. Phenological studies
remained principally limited to observations of phenological events until Réaumur [2] observed that
differences between locations in phenological events could be explained by differences in the sum of
daily temperatures between some arbitrary starting date to the date of the event. The developmental
responses of organisms to temperature have been of interest since. Insect phenology models have
been built as components of integrated pest management (IPM) programs [3] for more efficacious
applications of pesticides and for optimizing biological control tactics [4]. Phenology models have
been used in investigations of biological ranges of invading insects under current [5] and future [6]
climate conditions, and in the investigation of biological invasions via international marine traffic [7,8].
Phenology models provide valuable insight into the potential disruption of the important synchrony
between insect herbivores and their hosts under future climates [9].

In a recent paper, Salis et al. [10] examined the phenology of eggs of the winter moth
(Operophtera brumata L.) and proposed a phenology model in which developmental response
is dependent on the “interactive effects of temperature and developmental stage” (p. 1777).
However, the authors examined only one stage—the egg stage—and what they actually observed
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was the far more interesting phenomenon of age dependence, where age (defined below) must
be dealt with as a continuous variable within the egg stage: 0 (at oviposition) to 1 (at egg hatch).
Experimental confirmation of the age-dependent phenomenon in a second species (after the gypsy
moth, Lymantria dispar dispar [Linnaeus]) with a notoriously difficult-to-model egg stage [11–14]
is important because it suggests that the phenomenon may be more common than we have
acknowledged. Other phenology models may be improved by including an age effect. I will
examine the age-dependence observed in the Salis et al. [10] experiment after establishing some
basic terminology for the discussion.

1.1. Phenology Modeling: The Basics

Phenology is the study of periodic biological events as influenced by the environment—especially
temperature, photoperiod, moisture, and nutrition [15,16]. Temperature is the dominant or sometimes
sole environmental factor influencing phenology in many insects [17], and it is the only factor discussed
here. Phenological studies have evolved over the centuries from the compilation of georeferenced
dates of particular biological events to the development of mathematical models (phenology models)
that predict the timing of a phenological event based on temperature inputs. In phenology studies,
developmental rate (r) at time t is the velocity of progression toward the phenological event, and is a
function of the temperature T at time t. The integral of developmental rate at time t is age (A). Thus:

r(t) = f (T(t)), and (1)

A(t) =
t∫

t=0

f (T[t]) dt. (2)

The phenology model has a time step of dt, and the phenological event occurs at time t when
A(t) = 1. Thus, age is a measure of the accumulated to-date progress toward the phenological event,
and is distinct from time in poikilotherms. Stage describes the morphological form (e.g., egg, larva) of
insects, and is distinct from age.

1.2. Stage-Dependent Developmental Response to Temperature

In phenology modeling, the developmental rate function describes the relationship between r and T:

r = f (T). (3)

The earliest form of the developmental rate function (Equation (3)) was devised by Réaumur in
a six volume series (1734–1742, reviewed by Egerton [18]). His linear heat summation model is now
commonly known as a degree-day model:

r(T) =
1

DD
× T + m, (4)

where DD is the thermal constant (i.e., the requisite number of degree-days (above a minimum
temperature Tmin) for the phenological event to occur) and m is the y-axis intercept (= −Tmin

DD ).
Nonlinearity in the r = f (T) relationship (Equation (3)) was observed at least as early as 1932 [19],
and the advent of digital desktop computers was accompanied by the use of non-linear functions such
as (but not limited to) the “reduced Sharpe-Schoolfield” [20,21] model used by Salis et al. [10] for the
developmental rate function:

r(T) =

ρT
Tre f
× exp

[
HA
R

(
T−1

re f − T−1
)]

1 + exp
[

HL
R

(
T−1

L − T−1
)] . (5)
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Regardless of whether a linear or a nonlinear function is used, the underlying assumption of
phenology modeling has been that the developmental rate function (Equation (3)) does not change
for the duration (D) of the developmental stage(s) under consideration. Thus, a given temperature
T will always cause the same developmental rate r. This forms the basis for traditional experiments
to determine the developmental rate function (Equation (3)), because rate (r) at temperature T is the
inverse of the duration (D) required to complete development at the constant temperature T:

r(T) =
1

D(T)
. (6)

Duration is measured in days (d), and rate is 1
d . Sanderson [22] cites several examples of

experiments from the very early 1900s wherein researchers noted differences among life stages in
the required “temperature accumulation” for development. It is now generally assumed that a given
developmental rate function is applicable to only one particular life stage.

1.3. Age-Dependent Developmental Response to Temperature within a Life Stage

More than a century ago, Sanderson and Peairs [23] observed an age-dependent developmental
response in laboratory experiments with the egg stage of gypsy moth (then Porthetria dispar L.),
although they did not yet use the term “age”. Logan et al. [24] tested for age independence
in the developmental rate function of the larval stage of gypsy moth (Lymantria dispar dispar L.).
They found statistical differences among the instars in their developmental responses to temperature.
A straight-forward approach to accounting for age dependence in the larval stage is to estimate separate
rate functions for the sub-stages (instars) where differences are observed, as done by Logan et al. [24].
In this case A = 0 at the start of each instar, and A = 1 (Equation (2)) signals the easily discernible
transition between instars (or the transition to the pupal stage). Age dependence within the sub-stages
(instars) was not investigated. In the case of gypsy moth egg phenology, the transitions between
sub-stages (prediapause, diapause, and postdiapause phases) could not be observed. Hence, phase
durations could not be measured, and a solution analogous to that for the larval stage (i.e., separate
rate functions for the phases) was not available for modeling the age dependence observed by
Sanderson and Peairs [23] in gypsy moth egg phenology. Nonetheless, Sawyer et al. [25] modelled
the post-diapause induction portion of gypsy moth egg development (diapause and postdiapause,
jointly) as an age-dependent process. The Salis et al. [10] data very clearly illustrate an age-dependent
developmental response in the egg stage of the winter moth.

1.4. Age-Dependent Developmental Response to Temperature within a Life Phase (Sub-Stage)

Gray et al. [26] devised a method of observing the transitions between the developmental phases of
the gypsy moth egg stage (prediapause, diapause, and postdiapause). In the gypsy moth egg phenology
model of Gray [5], there is a separate rate function for each egg phase (prediapause, diapause,
and postdiapause); A = 0 at the start of each phase, and A = 1 (Equation (2)) signals the transition
between phases (or hatch in the case of Apostdiapause = 1). Age dependence in developmental rate was
subsequently observed within the postdiapause phase [27]. The temperature- and age-dependent
postdiapause developmental rate (reformatted by Gray [28]) is estimated by an initial (at A = 0)
temperature-dependent rate and a temperature-dependent rate change parameter aT (Figure 1):

r(T, A) = r(T, A = 0) + aT × A. (7)

Gray et al. [29] found that the developmental rate function (Equation (3)) also varied over time
within the diapause phase of gypsy moth egg development.

An examination of age-dependent developmental rate in winter moth eggs is similar to an
examination of the phenomenon in gypsy moth diapause or postdiapause eggs because the smallest
discernible developmental unit is examined in each case; age must be dealt with as a continuous
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variable, not an ordinal (discrete) variable as in the case of instars. The experimental design used
by Salis et al. [10] is strikingly similar—albeit with only two experimental temperatures—to the
experimental design used by Gray et al. [27,29]. When applied to the Salis et al. [10] data, the analytical
method described by Gray et al. [27–29] reveals significant disagreements between their model
developmental rates and the rates calculated from their experimental observations.
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Figure 1. Postdiapause developmental rate in gypsy moth eggs: r(T, A) = τ ×
exp(δ× T) +

(
ω + κ × T + ψ× T2 + ϑ× T3) × A. Temperature-dependent developmental rates

at onset of postdiapause (a) increase by a temperature- and age-dependent function (b).
Postdiapause development is temperature- and age-dependent (c). See Gray [28] for derivation
of the function and for parameter values.
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2. Materials and Methods

An Examination of the Winter Moth Egg Phenology Model: Discrepancies between Experimentally-Derived
Rates and the Model Predictions

To incorporate age-dependent developmental rates—which Salis et al. [10] detected from their
experimental observations of developmental duration—into their phenology model, the authors added
a factor to their “reduced Sharpe-Schoolfield” model (Equation (5); Figure 2) whereby developmental
rates at ages (Equation (2)) >0.46 are reduced at temperatures <13.8 ◦C and increased at temperatures
>13.8 ◦C:

r(T, A) =

{
P(T) for A < 0.46
P(T) + (A− 0.46)× S× (P(T)− ρ) for A ≥ 0.46

(8)

where P(T) is the rate from Equation (5), S is a constant positive scaler (1.63) and ρ is from Equation (5)
(= developmental rate at T = 13.8 ◦C) (Figure 3). Hereafter, I refer to this as the Salis model.
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Figure 2. Developmental rate (r) vs. temperature (T) in the “reduced Sharpe-Schoolfield” model

(Equation (5); copied from Salis et al. [10]). r(T) =
ρT

Tre f
×exp

[
HA
R

(
T−1

re f −T−1
)]

1+exp
[

HL
R (T−1

L −T−1)
] , where ρ = 0.0159× d−1,

Tre f = 286.95◦ K, HA = 42.1× 103 J mol−1, HL = 1216× 103 J mol−1, TL = 272.15◦ K, and R is the
universal gas constant (8.314 J ◦K−1 mol−1).
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Figure 3. Age-(A) and temperature (T)-dependent developmental rates from Equation
(8) (copied from Salis et al. [10]); the developmental rate at the threshold temperature
(13.8 ◦C, at which the age effect is zero) is displayed in the bold red line. r(T, A) ={ P(T) for A < 0.46

P(T) + (A− 0.46)× S× (P(T)− ρ) for A ≥ 0.46 , where P(T) is the rate from Equation (5), S

is a constant positive scaler (1.63) and ρ is from Equation (5) (=developmental rate at T = 13.8 ◦C)

Régnière [30] described the methodology for estimating the developmental rate (r) that occurs
during a short-term exposure to a given temperature (T), as in the Salis et al. [10] experiment.
Gray et al. [27–29] used the method to describe the changing (i.e., age-dependent) developmental rate
response to temperature. If developmental duration is DTC at a constant control temperature TC, or the
sum of an exposure duration at time t to an experimental temperature TE plus the remaining duration
at the control temperature (i.e., dt,TE + dTC ), then the proportion of development that occurs during the

exposure to the experimental temperature TE at time t is 1− dTC
DTC

, and the developmental rate at the

experimental temperature TE during time t is

r(TE, t) =
1− dTC

DTC

dt,TE

. (9)

Salis et al. [10] have an abundance of field and laboratory data, but only those data summarized in
their Figure 1 (available online at Dryad Digital Repository: http://dx.doi.org/10.5061/dryad.8t3v5,
“Figure 1. egg-hatching dates experiment 2007”) are from an experiment with the requisite treatments
(i.e., known durations at an experimental temperature and at a control temperature) for the estimation
of the developmental rate responses to temperature at different times t. I used Equation (9) to estimate
the developmental rates at the two experimental temperatures TE = 5 ◦C and 15 ◦C during each of the
10 exposure times from the developmental durations of each of the 10–11 families in the Dryad Digital
Repository data (“Figure 1. egg-hatching dates experiment 2007”)—hereafter called the observed
developmental rates. A mean observed developmental rate was calculated at each combination of
experimental temperature and exposure time from the 10 to 11 families. I also calculated the model
developmental rates and the accumulated model ages during each exposure to TE = 5 ◦C and 15 ◦C
from the Salis model (Equation (8))—hereafter called the model rates and ages, respectively.

http://dx.doi.org/10.5061/dryad.8t3v5
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3. Results

At 5 ◦C, the Salis model (Equation (8)) overestimates developmental rate during the first exposure
period by 17% and underestimates developmental rate during the tenth exposure period by 31%.
In general, the Salis model overestimates the experimentally observed effect of age on developmental
rate at 5 ◦C by approx. 2.0× (Figure 4a). Observed mean developmental rate at T = 5 ◦C decreased by
26% of its initial rate, from a mean of 0.0076 d−1 during the first six exposure periods (where no trend
was noticeable) to 0.0056 d−1 during the last exposure period. Rates calculated by the Salis model for
T = 5 ◦C decrease by 56% of their starting value, from 0.0089 d−1 to 0.0039 d−1. On the other hand, at
15 ◦C the model captures only 1/8 of the experimentally observed effect of age on developmental rate
(Figure 4b). Observed rates increased by 48% between the first and tenth transfer periods, but modeled
rates increase by only 6%. The Salis model overestimates developmental rate at 15 ◦C during the first
seven exposure periods and underestimates developmental rate during the last three exposure periods.

The age effect of the Salis model exerts its influence on developmental rates earlier than seen in
the observed rates at 5 ◦C. The Salis model rates at 5 ◦C begin to decline by the fourth exposure period
(days 28–55) (Figure 4a) because age passes the A = 0.46 threshold of their model during this exposure
period (Figure 5a). In contrast, the observed developmental rates do not begin to decline until the
seventh exposure period (days 49–76) (Figure 4a). Finally, the Salis model predicts egg hatch (A = 1)
during the sixth to tenth exposure periods at 15 ◦C (Figure 5b), but egg hatch was not observed during
those exposure periods. The predicted hatch during the eighth to tenth exposure periods are slightly
earlier (3–6 d) than observed (Table 1).
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Figure 4. Age-dependent developmental rates during the 28 d exposures to (a) 5 ◦C and (b) 15 ◦C.
A model rate (N) is the mean of the 28 daily rates calculated from the Salis [10] model (Equation (8)).
An experimentally observed rate (mean (×) and standard error) is estimated (Equation (9)) from the
observed developmental durations of the 10 or 11 families per exposure period. #—number.



Insects 2018, 9, 41 8 of 13
Insects 2018, 9, x FOR PEER REVIEW  8 of 13 

 

 

Figure 5. Each solid line illustrates the daily progression of developmental age during a 28 d exposure 

to (a) 5 °C and (b) 15 °C calculated with the Salis model (Equation (8)). The dotted line designates the 

age threshold (A = 0.46) above which the Salis model rates decrease (5 °C) or increase (15 °C), and  

A = 1 (hatch). 

Table 1. Comparison of the hatch day predicted by the Salis model and experimentally observed in 

the 15 °C treatments. 

Exposure # Exposure Period (d) 1 Predicted Hatch Day 2 Observed Hatch Day 3 

6 42–70 69 na 

7 49–77 71 na 

8 56–84 74 80 

9 63–91 77 80 

10 70–98 80 85 

#—number. 1 Hatch occurred in some families before the end of the prescribed exposure period. 2 

Predicted from Equation (8). 3 Median (50% cumulative) hatch day derived from the recorded hatch 

day for each of the 10 or 11 families in each treatment. 

4. Discussion 

The foundation of a phenology model is the rate function, where developmental rate r is a 

function of temperature T (Equation (3)) in the classical paradigm, or of T and of age A (  ,r f T A ). 

Salis et al. [10] employed an experimental design that very closely resembles the one used by Gray et 

al. in their investigations of the temperature and age dependence in the developmental rate functions 

for gypsy moth diapause [29] and postdiapause [27]. However, Salis et al. [10] did not calculate the 

developmental rates from their developmental duration data that illustrate that the age dependence 

observed in their data is poorly mimicked by their model (Equation (8)) (Figure 4a,b); their exposure 

duration was arguably too long for accurate rate estimation in most of the treatments, and they used 

too few (only two) experimental temperatures. 

Salis et al. [10] used a 28-d exposure period to test for an effect of age on the developmental 

duration of winter moth. This duration of exposure to an experimental temperature (
, Et T

d ) is arguably 

too long for a reasonable estimation of the developmental rate that occurs during an exposure to E
T  

in an age-dependent developmental rate process: as 
, Et T

d  becomes shorter, the amount of time at the 

control temperature (
CT

d ) becomes longer, and 1 C

C

T

T

d

D
  becomes a more accurate estimate of the 

Figure 5. Each solid line illustrates the daily progression of developmental age during a 28 d exposure
to (a) 5 ◦C and (b) 15 ◦C calculated with the Salis model (Equation (8)). The dotted line designates the
age threshold (A = 0.46) above which the Salis model rates decrease (5 ◦C) or increase (15 ◦C), and
A = 1 (hatch).

Table 1. Comparison of the hatch day predicted by the Salis model and experimentally observed in the
15 ◦C treatments.

Exposure # Exposure Period (d) 1 Predicted Hatch Day 2 Observed Hatch Day 3

6 42–70 69 na
7 49–77 71 na
8 56–84 74 80
9 63–91 77 80

10 70–98 80 85

#—number. 1 Hatch occurred in some families before the end of the prescribed exposure period. 2 Predicted from
Equation (8). 3 Median (50% cumulative) hatch day derived from the recorded hatch day for each of the 10 or 11
families in each treatment.

4. Discussion

The foundation of a phenology model is the rate function, where developmental rate r is a
function of temperature T (Equation (3)) in the classical paradigm, or of T and of age A (r = f (T, A)).
Salis et al. [10] employed an experimental design that very closely resembles the one used by Gray et al.
in their investigations of the temperature and age dependence in the developmental rate functions
for gypsy moth diapause [29] and postdiapause [27]. However, Salis et al. [10] did not calculate the
developmental rates from their developmental duration data that illustrate that the age dependence
observed in their data is poorly mimicked by their model (Equation (8)) (Figure 4a,b); their exposure
duration was arguably too long for accurate rate estimation in most of the treatments, and they used
too few (only two) experimental temperatures.

Salis et al. [10] used a 28-d exposure period to test for an effect of age on the developmental
duration of winter moth. This duration of exposure to an experimental temperature (dt,TE ) is arguably
too long for a reasonable estimation of the developmental rate that occurs during an exposure to TE
in an age-dependent developmental rate process: as dt,TE becomes shorter, the amount of time at the

control temperature (dTC ) becomes longer, and 1− dTC
DTC

becomes a more accurate estimate of the amount

of development that occurred during the exposure to TE at time t (Equation (9)), regardless of the
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relationship between developmental rate and age [27]. Approx. 20% and 40% of the egg development
(arguably too much) occurred during the 28-d exposures to the experimental temperature 5 and 15 ◦C,
respectively (Table 2).

Table 2. Estimated proportion of total development that occurred during the exposures to experimental

temperatures (= 1− dTC
DTC

; as described for Equation (9)).

Exposure # Exposure Period (d) Development at 5 ◦C Development at 15 ◦C

1 7–35 0.21 0.42
2 14–42 0.21 0.43
3 21–49 0.22 0.45
4 28–56 0.21 0.44
5 35–63 0.22 0.44
6 42–70 0.21 0.44
7 49–77 0.19 0.47
8 56–84 1 0.18 0.46
9 63–91 1 0.17 0.40

10 70–98 1 0.16 0.33
1 Egg hatch occurred in some families before the scheduled 28-d exposure period was completed. The proportions
are calculated for the actual exposure durations.

A major benefit of a non-linear temperature-dependent rate function is its ability to capture
the increasing and decreasing developmental rates that occur below and above the optimum
temperature, respectively. Salis et al. [10] did not use experimental temperatures above the likely
optimum at which a declining developmental rate occurs, and so removed two parameters for their
“reduced Sharpe-Schoolfield” model (Equation (5); Figure 2). However, with only two experimental
temperatures it is impossible to assume any particular non-linear functional form and these data
provide no justification for selecting such a parameter-heavy (five parameters) nonlinear model over a
more parsimonious formulation to which the same age-dependent factor could be added.

Salis et al. [10] noted that their model predictions of winter moth egg hatch dates are “generally
later than the observed [dates from field data]”. The authors suggest several possible reasons for
the discrepancy, but more or less discount each. The developmental rates I have calculated from the
Salis et al. [10] model (Equation (8)) do not adequately mimic their data: their model rates deviate
substantially from the age-dependent developmental responses calculated from their data (Figure 4a,b).
In particular, the model underestimates the observed rates at 15 ◦C during the later exposure periods
which are close to the time of hatch when temperature effects are the strongest [10]. Presumably, actual
rates at temperatures further above the authors’ model threshold (13.8 ◦C) are similarly—or more
severely—underestimated. This underestimation of developmental rates in the late portion of egg
development is a likely cause of the discrepancy noted by the authors.

The authors also question whether the 24-h time step of their model—using daily mean
temperatures as input—is too long to capture the effect of diurnal temperature variation on
developmental progress. They justify their choice of time step by citing Wagner et al. [31], but
Wagner et al. [31] (p. 208) say only that “mean daily rates can be accumulated under fluctuating
temperature environments” (emphasis mine); nowhere do they discuss the implications of using mean
daily temperatures as inputs to a nonlinear rate function. In fact, this issue should be of considerable
interest to biologists using a phenology model to predict the time of an event. Jensen’s inequality states
that f (E[x]) ≤ E[ f (x)] if f is a convex function. Restated in terms relevant to phenology modeling, it
tells us that

r
(
T
)
≤

2

∑
i=1

r(Ti)

2
when

d2r
dT2 > 0 for i = {Tmin, Tmax}. (10)

That is, modeled phenological development for a day (24 h) is less if the mean daily temperature
is used in a 24-h time step than it is if the daily minimum and maximum temperatures are used in a
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12-h time step when the temperatures are in the portion of the rate curve where the second derivative
is positive. The reverse is true when d2r

dT2 < 0 for i = {Tmin, Tmax} (Figure 6). The same rules apply
if comparing the use of mean daily to hourly temperatures, etc. The computing speed of today’s
desktop computers makes it unnecessary to accept the less-accurate simulations generated with mean
daily temperatures.
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Figure 6. The vertical line indicates the temperature at which the second derivative (b) of a rate function
(a) equals zero. Below this temperature, modeled daily development is less when using mean daily
temperatures than when using daily minimum and maximum, or hourly temperatures. The reverse is
true above this temperature.

5. Conclusions

The factors that determine a species’ global distribution are numerous, multi-trophic, and
not completely understood, but climate has long been recognized as a dominant factor [32].
Range expansions/contractions of several insect groups have been associated with recent climate
trends [33–39]. Most predictions of future distributions—under projected future climates—rely on
a correlative technique in a niche model wherein the observed presence of a species is associated
with some number of climate variables, such as minimum winter temperature, maximum summer
temperature, summer degree-days, etc., and the spatial occurrence of those climate variables is
estimated in the future climate scenario. Limitations to such a technique have been described by
several authors [40–45]. A different niche model technique [46] relies on a phenology model to
test the likelihood that the climate does now—or will in a future climate scenario—produce an
“appropriate seasonality” [15] for the species. For temperate insects, an appropriate seasonality is
one in which larvae (the feeding stage) emerge when a suitable food source is available, they are in a
cold-hardy stage when winter occurs, and seasonal temperature variation satisfies their developmental
requirements each year. Gray [5] demonstrated the technique with the gypsy moth in North America.
The irrefutable non-linearity of the developmental rate curve means that, at some point, further
increases in temperature will have a negative impact on distribution. The analysis by Tobin et al. [47]
demonstrated a strong connection between frequent supraoptimal temperatures and range retraction
in the gypsy moth.

In general, reliable estimates of a potential range rely on two conditions: (1) a geographically
robust [48] phenology model must exist; and (2) bias from simulation procedures must be avoided [49].
Gray [5] defined the “geographic robustness” of a phenology model as “the ability to perform
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satisfactorily over a broad geographic range”. The timing of egg hatch is arguably the most critical
phenological event in the life-cycle of temperate insects. The history of egg hatch phenology models in
the gypsy moth [25,50,51] and the winter moth [11–14] illustrate the difficulty of achieving geographic
robustness. Geographic robustness was achieved for gypsy moth egg hatch when development in
diapause and postdiapause were modelled as temperature- and age-dependent [27–29] processes.
The work of Salis et al. [10] is important, not as “novel experimental findings” [10] (p. 1777), but
because it clearly demonstrates an age-dependent component to the developmental rate process in the
egg stage of another insect family. The near-universal assumption of age-independence in phenology
models is rarely tested [24]. The earlier work of Gray et al. [27,29], and now that of Salis et al. [10],
should provide a strong justification for further testing of this basic assumption. Incorporating
age-dependence into a phenology model where it can be experimentally demonstrated will improve
the geographic robustness of phenological and range predictions.
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